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Chairman’s Message...

It gives me pleasure to address delegates of our National Conference on Applied Mathematics and Statistics.

Vidya Prasarak Mandal (VPM), Thane is a premier educational trust established in 1935 in the then small township
of Thane and today catering to the needs of students through our many educational institutions.

Over the years, we have experienced adequate growth and we now run a variety of educational institutions, comprising
two schools, a polytechnic, six colleges spreading across different faculties’ viz. arts, science, commerce, law, management
and engineering and 12 other institutions for overall growth of youth. Our higher educational campus ‘Jnanadweepa’
in Thane and college of engineering in Velneshwar, all have world class infrastructure.

VPM’s group of institutions are serving the nation tirelessly, creating a strong and able workforce. Each institution on
the campus is adapting to the changing requirements of education system and creating better knowledge ecosystem for
learners.

B. N. Bandodkar College of Science (Autonomous) is committed to provide quality education in science. The fast pace
with which the technologies are changing, keeping learners updated with current happenings in their Chosen fields of
utmost importance. Anticipating this, hosting of National / International conferences annually has been included in
our academic calendar. B. N. Bandodkar College of Science (Autonomous) is organizing National / International
conferences every year which are conducted by various departments.

This year National Conference on ‘Applied Mathematics and Statistics’ is hosted by our Department of Mathematics
and Department of Statistics. This is the opportunity and platform for professionals, academicians, researchers and
students to come together and exchange their ideas.

The conference is intended for mathematicians and statisticians in a broad sense and aims to cover new developments
and advances related to the applications of Mathematics and Statistics. I am sure this conference would bring together
students, young amateur scientists, learners of different faculties and stalwarts in these as well as allied fields. We
wish to create a rare and important connect across disciplines.

I wish the organizing departments and the college ‘All the Best’ for success of the conference.

DrDrDrDrDr. Vijay Bedekar. Vijay Bedekar. Vijay Bedekar. Vijay Bedekar. Vijay Bedekar
Chairman,

Vidya Prasarak Mandal, Thane.
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It gives me great pleasure to address this august gathering and present the proceedings of our National Conference on
‘Applied Mathematics and Statistics’ NCAMS-2023.The core subjects of Mathematics and Statistics play major roles
in every field and have multi-faceted applications which are on the rise owing to digitalization all round us.

Applied Mathematics and Statistics encompass a broad spectrum of Subjects and cut across disciplines, widely extending
scopes of the subjects .There are applications in several key fields and also involving techniques to arrive at inferences
in uncertain circumstances. State of the art computational techniques have further facilitated calculations nearly
impossible to perform manually.

Our departments of Mathematics and Statistics have jointly organized this National Conference to create a platform
for veterans, young scientists, researchers and students to come together and exchange their views and work.

I am thankful to our Vidya Prasarak Mandal for sanctioning this conference; as well as the organizing departments,
advisory committee, organizing committee and all committees, working team, student volunteers and all who have
been working tirelessly towards success of the event.

I extend my Best Wishes for healthy deliberations and positive outcomes of the National Conference.

Wish you success and fulfillment.

DrDrDrDrDr. Moses J. Moses J. Moses J. Moses J. Moses J. K. K. K. K. Koletoletoletoletolet
Principal,

B. N. Bandodkar College of Science (Autonomous)

Convener’s Address…
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Organizing Secretaries
Address…

Statistics and Mathematics are the most popular subjects across all fields. Mathematical Science has emerged out in
a wide range of useful and impactful techniques to quantify the effect of uncertainty to the problems for making
reasoning facts and effective decisions. Statistics deals with every piece of information right from the planning till the
interpretation of the result to the problems. Reasoning about the set of information is recognized as a vital skill in the
modern era. Knowledge of mathematical science and its technique is virtually utilized in all scientific disciplines like
business, humanities, manufacturing, physical and social sciences, all engineering disciplines, space technologies, and
beyond. It is crucial to keep encouraging new ideas and highlighting significant breakthroughs within these key fields
of research.

National Conference on ‘Applied Mathematics and Statistics’ is a peculiar event of its kind bringing together professionals
from around the nation contributing various ideas and thoughts of diverse fields. Conference aims to provide a high-
visibility, open-access publishing outlet for the applied mathematics and statistics communities and not only welcomes
submissions from fundamental areas of study, but also encourages those that focus on the development of these principles
to other related fields. This approach presents novel opportunities to foster interdisciplinary research within mathematical
and statistical disciplines, and provides a platform to highlight the latest developments in these continually evolving
fields.

Mrs. Minal Wankhede and Ms. Sumaiya ShaikhMrs. Minal Wankhede and Ms. Sumaiya ShaikhMrs. Minal Wankhede and Ms. Sumaiya ShaikhMrs. Minal Wankhede and Ms. Sumaiya ShaikhMrs. Minal Wankhede and Ms. Sumaiya Shaikh
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This publication contains the proceedings of the National Conference on ‘Applied Mathematics and Statistics’ held at
VPM’s B. N. Bandodkar College of Science (Autonomous), Thane on January 13 - 14, 2023.

The B. N. Bandodkar College of Science has earned a reputation throughout the years for its efforts in organizing state
and national scientific conferences to stimulate students’ interest in pursuing research. We anticipate that this national
conference will contribute to further horizon expansion.

The theme of the conference is Applied Mathematics and Statistics. The fields of applied mathematics and statistics
focus on applying mathematical techniques and logic to real-world challenges that are of a scientific or decision-making
nature. Examples of such fields include engineering, medicine, the physical and biological sciences, and the social
sciences. Systems of equations are frequently used in applied mathematical and statistical modeling to describe and
forecast the behavior of extensive real-world systems that evolve dynamically over time. In its broadest sense, statistics
is the study of uncertainty. It uses concepts from probability theory, statistical inference, decision theory, and processes
from probability theory to address concerns like how to measure and what to do in a given scenario. Therefore, one of
the conference’s goals is to spark young people’s interest in the developments of computational techniques in the applied
research field.

The conference aims to offer a forum for open discussion between academicians, scientists from research institutions,
and all other stakeholders. These individuals are known contributors to the subject of Applied Mathematics and
Statistics. Through invited talks, research paper presentations, and poster presentations, this scientific conference will
promise to be an excellent opportunity to learn about the most recent advancements.

We have made a sincere attempt to gather the huge knowledge shared throughout the conference and the pre-conference
workshops in this proceeding.

Editorial TeamEditorial TeamEditorial TeamEditorial TeamEditorial Team

Editor’s Note...



IX

Schedule of the National Conference

APPLIED MATHEMATICS AND STATISTICS

Day 1: 13th January, 2023

Venue : Thorale Bajirao Peshwe Sabagruha, VPM Campus

Time Contents & Topic

8.30 a.m. –  9.30 a.m. Registration and Breakfast

9.30 a.m. – 10.15 a.m. Inauguration and Release of e-Proceedings

10.15 a.m. – 11.00 a.m. Special Guest Address : Mr. Basudev Banerjee

Overview on TQM and Its Application in Educational

Institutions Interactive Session

11.00 a.m. – 11.45 a.m. Key Note Address : Dr. Asha Jindal

GGSTATSPLOT: Visualization with Statistical Analysis

Interactive Session

11.45 a.m. – 11.50 a.m. Vote of Thanks

11.50 a.m. – 12.00 p.m. Tea Break & displaying Poster Competition

12.00 p.m. – 12.45 p.m. Invited Talk: Dr. Prakash N. Kamble

Coping Imprecision in Real Life Situations by Fuzzy Mathematics

Chairperson: Dr. Nithya Narayana

Interactive Session

12.45 p.m. – 1.30 p.m. Invited Talk: Dr. Sudhakar Agarkar

Mathematics for Socio-Economic Development

Chairperson: Dr. Nithya Narayana

Interactive Session

1.30 p.m. – 2.30 p.m. Lunch Break

2. 30 p.m. – 3.15 p.m. Invited Talk: Dr. Annapurna Shankarnarayanan

An Overview of  Multivariate Analysis

Chairperson: Dr. Asha Jindal

Interactive Session

3.15 p.m. – 4.05 p.m. Oral Paper Presentation Part I

Interactive Session

4.05 p.m. – 4.30 p.m. Tea Break

4.30 p.m.- 5.30 p.m. Cultural Event



X

Day 2: 14th January, 2023

Venue: Thorale Bajirao Peshwe Sabagruha, VPM Campus

Time Contents & Topic

9.00 a.m. – 10.0 a.m. Breakfast

10.00 a.m. – 10.45 a.m. Invited Talk: Dr. Nithya Narayana

Math Matters

Chairperson: Dr. Prakash N. Kamble

Interactive Session

10.45 a.m. – 11.30 a.m. Invited Talk: Dr. Chhaya Lande

Mathematical Modelling of Water Table Fluctuation in Various Geological

Situation

Chairperson: Dr. Prakash N. Kamble

Interactive session

11.30 a.m. – 11.45 a.m. Tea Break

11.45 a.m. – 12.30 p.m. Invited Talk: Dr. Anjum Ara

Use of Multivariate Multiple Linear Regression Model in Statistical Analysis

of Data

Chairperson: Dr. Santosh Gite

Interactive Session

12.30 p.m. – 1:15 p.m. Invited Talk: Dr. Santosh Gite

Regression and Classification in Machine Learning: Challenges and Research

Directions

Chairperson: Dr. Anjum Ara Ahmad

Interactive Session

1.15 p.m. – 2.30 p.m. Lunch Break

2. 30 p.m. – 3.50 p.m. Oral Paper Presentation Part II

3.50 p.m - 4.30 p.m Poster Presentation

4.30 p.m. – 4.45 p.m. Tea break

4.45 p.m. – 5.30 p.m. Valedictory Talk : Dr. Shripad M. Garge

Application of Division Algebras in Wireless Communication

Interactive Session

5.30 p.m. – 6:00 p.m. Vote of Thanks



XI

Contents

Sr. No. Particulars         Pg. No.

A Section I : Keynote Address & Invited Talks

1 Special Guest Address : Overview on TQM and Its Application in Educational Institutions

Mr. Basudev Banerjee .................................................................................................................. 1

2 Key Note Address : GGSTATSPLOT: Visualization with Statistical Analysis

Dr. Asha Jindal ............................................................................................................................. 2

3 Mathematics for Socio-Economic Development

Dr. Sudhakar Agarkar ................................................................................................................. 3

4 An Overview of Multivariate Analysis

Dr. Annapurna Shankarnarayanan............................................................................................ 4

5 Math Matters

Dr. Nithya Narayana .................................................................................................................... 7

6 Mathematical Modelling of Water Table Fluctuation in Various Geological Situations

Dr. Chhaya Lande......................................................................................................................... 8

7 Use of Multivariate Multiple Linear Regression Model in Statistical Analysis of Data

Dr. Anjum Ara Ahmad................................................................................................................. 10

8 Regression and Classification in Machine Learning: Challenges and Research Directions

Dr. Santosh Gite ........................................................................................................................... 11

9 Valedictory: Application of Division Algebras in Wireless Communication

Dr. Shripad Garge ...................................................................................................................... 12

B Section II : Research Papers

1 Exploratory Data Analysis of Top 5 Crypto currencies

Sumaiya Shaikh, Shreya Nadkarni, Sakshi Rane.................................................................... 15

2 Fuzzy Inventory Model with Advertisement and Selling Price Dependent Demand under

Inflation with Variable Production for Deteriorating Items

Tanzim Shaikh, Dr. Santosh Gite ............................................................................................... 23

3 An Efficient Generalized Index Calculus Algorithm

Arpit Vijay Raikwar .................................................................................................................... 33

4 Analysing Customer Patronage of Fast Food Restaurants in Urban Maharashtra

Ryanston Rodrigues .................................................................................................................... 40

5 A Study on the Effect Of Caffeine Consumption on College Students

Kashish Sutaria, Divya Nair ...................................................................................................... 46

6 Excess  specific acoustic impedence, for binary mixtures of Vinyl Acetate + Ethers

Dr. Ajit N. Bhumkar .................................................................................................................... 53

7 Hasse-Minkowski principle for 2 × 2 matrices over algebraic number fields

Tanay Kochrekar, A.S. Garge .................................................................................................... 55



XII

C Section III : Pre-conference Workshop

1 First Pre-conference Workshop ................................................................................................ 63

A How to Write Research Paper in Mathematics

Dr. Manisha Acharya ................................................................................................................. 64

2 Second Pre-Conference Workshop............................................................................................ 65

A Writing a Research Paper in Statistics

Dr. Annapurna Shankarnarayanan .......................................................................................... 67

B A Demo on LaTeX Software

Mr. Mandar Bhanushe ............................................................................................................... 69

C Fuzzy Inventory Model

Ms. Tanzim Shaikh ...................................................................................................................... 70

D Section IV: Poster Competition .............................................................................................. 71





1

ISBN : 978-93-92417-27-6National Conference on Applied Mathematics and Statistics (NCAMS-2023)

Special Guest address

Overview on TQM and Its Application in Educational Institutions

Mr. Basudev Banerjee

Abstract

Total Quality Management abbreviated as TQM is not
a technique. It is an approach to improve flexibility,
Efficiency and Effectiveness of an organization in its
entirety. Its three basic elements are: * People who
have to be given GRAPES (Growth, Recognition,
Achievement, Participation, Esteem and Self-
Actualization).

* Tools and Techniques such as SPC, Six Sigma, OR,
BM, BPR etc. and

* Systems like ISO 9001 0n QMS, ISO 14001 on EMS,
ISO45001 on SMS, NAAC, TS 16949 etc

TQM gradually got extended to TQOM (Total Quality
of Management) which is nothing but World Class
Management *WCM). In this context the Western
World led by USA took to Six Sigma and Lean Six
Sigma route and Eastern World led by Japan tool to
5S, TPM, Kaizen, Lean route to reach the summit of
World Class Statue (WCS).

The revolution came in the area of “Quality”.
Technocrats defined it as (a) Adherence to laid down
standards (b) Satisfying customers’ specific needs (c)
Dimensional requirement (d) Aesthetic requirement  (e)
Statutory requirement (f) Safety (g) Reliability &
Maintainability (h) meeting BIS Standards etc. etc. All
the above are “Product Control Philosophy” which is
nothing but segregating Good from Bad. This is a
postmortem analysis of the whole situation. You can
satisfy customers with 20% rejection, 30& rework but
what will happen to your own organization. Then the
concept of :Process Control came up. This is a
corrective philosophy. Then came the concept of Pre-
Process Control which is control at Design stage
leading to Prevention of non-conformities

Being in the field of Quality & Systems I define Quality
as the gap between customers exact requirement and
Manufacturers = economic process capability. The
wider the gap is worse is the quality, the narrower the
gap is better is meeting of minds.

Noting that variation is inevitable in nature and it is of
two types chance or common causes and assignable
or special causes we have to statistically control the
later ones. Boundary lines between them come out of
Cost-Benefit analysis.

As I mentioned earlier all forward looking
organizations are vying for WCS (World Class Status)
for this they are opting either for IMC-RBNQA
(Ramkrishna Bajaj National Quality Award)
administered by Indian Merchants’ Chamber and/or
DAP (Deming Application Prize). For either of them
the organization has to draw up its V-M-V (Vision,
Mission Values) document. They will be supported by
Strategic plans and Policies leading to Objectives &
Targets. Finally all the above arrest on sound Systems
and Controls. The existing Systems &Controls are
basically developed by UK (e.g. ISO Systems), USA
(e.g. Six Sigma) and Japan (e.g. 5S, TPM, Lean).

IMC-RBNQA which started in 1997 with small,
medium and large Business categories extended its
wing to Education (both profit making and nonprofit
making), Health Care (both profit making and nonprofit
making), and Overseas and even for NGOs.

In Education category of IMC-RBNQA comprises six
Enablers namely Leadership, Strategic Planning,
Customer & Market focus, Measurement, Analysis
and Knowledge Management, Workforce focus and
Operations focus. They carry 550 points. Results in
Education Category carry 450 points. They come under
five headings as follows:

Stugemt Learning and Process outcomes (13),
Customer focused outcomes (5), Workforce focused
outcomes (9), Leadership and Governance outcomes
(7) and Budgetary, Financial and Market outcomes (4)

Note: Figures inside brackets give number of
parameters to be addressed.

RBNQA is a competitive Award whereas DAP is a
noncompetitive one.
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Keynote address

GGSTATSPLOT : Visualisation with Statistical Analysis

Dr. Asha Jindal
Professor and Head, Department of Statistics, K. C. College of Arts, Science and Commerce.

In Traditional teaching learning environment, Data
visualization and statistical modelling are two different
phases: visualization informs modelling, and modelling
in its turn can suggest a different visualization method,
and so on and so forth. GGSTATSPLOT is an extension
of ggplot2 package for creating awesome plots having
details of statistical tests. It’s designed for making
publication ready statistical plots. GGSTATSPLOT
simply combine above mentioned two phases into one
in the form of graphics with statistical details, which
makes data exploration simpler and faster with a one
line code creating information-rich plots.

Presently it supports statistical tests which includes
parametric, nonparametric, robust, and Bayesian
versions of t-test/ANOVA, correlation analyses,
contingency table analysis, meta-analysis, and
regression analyses.

Moreover, it produces plots for the supported analyses:

• violin plots (for comparisons between groups or
conditions),

• pie charts (for categorical data),

• scatter plots (for correlations between two
variables),

• correlation matrices (for correlations between
multiple variables),

• histograms (for hypothesis about distributions), and

• Dot-and-whisker plots (for regression models).

Additionally, GGSTATSPLOT provides grouped_
versions of all functions that make it easy to repeat
the same analysis for any grouping variable.
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Mathematics for Socio-economic Development

Dr. Sudhakar C. Agarkar
VPM’s Academy of International Education and Research, Thane, India

Mathematics is known as the Queen of all sciences. It
has certainly enabled the enhancement of different
branches of natural sciences. In addition, it has also
offered the helping hand to boost the progress of social
science disciplines like economics, sociology, education,
etc. Apart from its role in academic sectors
mathematics has played a great role in Socio-economic
development of mankind as it can quantify social
matters. Business management, all over the world,
heavily depends on statistical techniques made available
by mathematicians.

Soon after independence India embarked on five-year
plans to realise its ambitious developmental strategy.
These plans were both data driven and time bound.
Wherever possible available data was made use of to
work out the course of action. To collect fresh and
relevant data a special organization named National
Sample Survey (NSS) was set up by the Government
of India. It has a mandate to collect and analyse
information related to crucial social issues like

education, health, infrastructure, etc. Based on these
data the central government makes appropriate
budgetary provision for different sectors. This mode
of systematic work has resulted into a planned Socio-
economic development of the country.

The literacy rate in India at the time of independence
was below 20 percent. Through planned efforts it could
be boosted to more than 80 percent in spite of the fact
that the population over the years has trebled.

Similarity the per capita consumption of electricity was
barely 16.3 units 1947. By constructing adequate
number of thermal, hydroelectric and nuclear power
stations and by designing proper distribution system
the per capita consumption of electricity could be
increased to 1208 in 2021. This developmental trend is
certainly the result of a systematic plan based on
statistical techniques used for data collection and
analysis. The session will focus on the role of
mathematics and statistics in bringing out notable social
and economical changes in the country.
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An Overview of Multivariate Analysis

Dr. Annapurna Shankar Narayanan,
PhD Associate Professor, Department of Statistics, Vice Principal (Arts), St. Xavier’s College, Autonomous, Mumbai

Since the audience in this national conference comprise
of students from the undergraduate three-year program
in Statistics and have not been initiated into the realm
of multivariate analysis, the following would give an
understanding of the usefulness and objectives of
multivariate studies. It will familiarize students with
the importance of data arrangement and introduce them
to a few techniques adopted for Multivariate Analysis
(MVA), thus being the catalyst for further learnings.

  MVA can be defined as the statistical study of data
where multiple measurements are made on each
experimental unit in order to understand the
dependencies and interdependencies among them as
well as to predict the patterns between them.

Hence the relationships among measurements as well
as their structural form are important aspects of
multivariate study as they aid in predicting future
outcomes, improving efficiency, making beneficial
decisions for organisations about processes and gaining
new insights.

For example, to study the possible causes of
hypertension, data needs to be collected on a range of
variables such as age, diet, occupation, body weight,
blood glucose, cholesterol, thyroid, family history and
many more factors.

The multivariate methods that are used for investigation
generally lend themselves to objectives such as data
reduction, sorting and grouping into classes,
understanding dependence among variables, predicting
values of variables and construction and testing of
hypothesis.

Since measurements are made on several variables
and further analysed, the data is best organised and
manipulated as a matrix of sample values and is then
arranged and displayed in different manners such as
graphs and tables.

In MVA, the joint analyses of multiple dependent
variables are considered where the variables need to
be organised using matrices and vectors. This
representation simplifies notations and creates a format

for expressing important formulae termed as the data
matrix. The data matrix can comprise of rows as
variables and the columns as observations. Such a data

matrix will be a ‘p × n’ matrix with n = the

number of observed units and p = number of variables
measured on each unit.

 = 

In order to extract relevant information contained in
large and bulky data sets, summary statistic can be
calculated similar to those done in univariate analysis.
The descriptive statistics measuring location, variation
and linear association for multivariate study are of great
use, the formal definitions of which are akin to
univariate studies and hence need not be elaborated
here.

Sample Mean Vector =   =

Sample Variance-Covariance Matrix =

Corresponding sample correlation matrix =

In similar manner the corresponding population
structure can be stated with the vector  population
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mean vector  and population variance-covariance

matrix 

  Picturing multivariate data in a p dimensional space
is not possible for the human mind which is limited to a
maximum of three dimensions. A graphical representation
of multivariate data can be created in two dimensions
with box plots as the diagonal elements and scatter
plots arranged as the off-diagonal elements of the
covariance array. Such an arrangement could give
information on symmetry, possible outliers, patterns and
unusual observations.  Similarly, a three-dimensional
scatter plot can be formed if the core of the multivariate
problem under study can be captured in three
dimensions. The uses of sophisticated statistical
software for data analysis and graphics have helped
create visual aids to represent pictorially
multidimensional data in two dimensions. Chernoff
faces and Star plots are two such popular pictorial
representations.

Chernoff faces is a data visualization technique that
displays multivariate data effectively in the shape of a
human face. The facial features such as eyes, ears,
mouth, nose, eyebrows etc are mapped to multiple
variables, with size, orientation, shape, colour, and
placement potentially representing different attributes
of a single observation. This interesting way to
represent multivariate data can be used to detect
similarities between different items but it is not the
most efficient or the most accurate way to do so.

Another technique called star graphs, or radar charts
consists of a sequence of equally spaced rays/spokes
called radii emanating from the centre of a circle. Each
spoke represents a variable and its length is proportional
to the magnitude of the variable. A line connecting all
the data values for each ray gives the plot a star-like
shape and helps to identify outliers and similarities i.e.
clusters of observations.

We know that many natural phenomena can be
modelled using the normal distribution. Due to this, the
multivariate normal distribution which is a generalisation
of its univariate counterpart is useful in multivariate
studies. The sampling distributions of many multivariate
statistics are approximately normal due to the central
limit theorem. Further many of the multivariate
techniques assume the vector X comes from a

multivariate normal distribution and hence the
multivariate normal distribution can be considered as
an important distribution.

We now look at some popular techniques of MVA.
For a student to comprehend the various techniques in
a more in-depth manner, the student will require to
learn the initial aspects of multivariate study in detail.

Principal component analysis (PCA), is used to reduce
the dimensionality of large data sets, by transforming
a large set of variables into a smaller one while
preserving most of the information available in the large
set, thus making it easier to explore and visualize.  The
approach used is to standardise variables, use the
covariance matrix elements, compute eigenvalues and
eigenvectors and construct principal components that
are linear combinations or mixtures of the initial
variables. The combinations are created in such a way
that the new variables (i.e. principal components) are
uncorrelated and maximum information from the initial
variables is compressed into the first component, then
maximum remaining information in the second and so
on. The first principal component accounts for the
largest possible variance in the data set. The second
principal component is calculated in the same way, with
the condition that it is uncorrelated with (i.e.,
perpendicular to) the first principal component and that
it accounts for the next highest variance. PCA has
wide applications in image processing, customer
profiling and various sectors like banking, healthcare,
finance etc.

Factor Analysis is another multivariate technique that
is applied to reduce large number of variables into a
fewer number of factors based on covariance
structures. The factor model is created such that
variables with high correlation among themselves are
grouped as a factor and the correlation of this group
with any other group so created will have a relatively
smaller correlation. The factors (latent or unobserved
variables) create commonalities in some of the
observed variables. The response may be similar when
questions are posed about income, education, owning
vehicle and occupation, which are all associated with
the latent variable Socio-Economic Status of Individual.
Similarly, variables such as home valuation, number of
schools in the vicinity, proximity to shopping areas,
accessibility to transit etc will have high correlations
and can be considered as a factor Socio-Economic
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Status of Locality. Factor analysis can be considered
as an extension of PCA and in both, the dimension of
the data is reduced. Factor analysis is applied in a
multitude of fields such as psychology from where it
originated, finance, marketing, health, intelligence,
machine learning, ecology among others.

Another interesting technique is Discriminant Analysis
which organizes observations into non-overlapping
groups, based on measurements on one or more
quantitative predictor variables. It is a tool for
classification of new observational units into the groups
or categories For example, a discriminant analysis could
be conducted to identify if patients are at a  high or

low risk for stroke. This analysis might classify patients
into high risk or low risk groups, based on personal
features (e.g. weight, sugar levels, cholesterol level,
body mass) and/or lifestyle behaviours (e.g. number
of times outside food eaten per week, hours of exercise
per week, number of cigarettes per day).

 Thus, we understand that MVA is a very useful method
to study relationships and evaluate patterns among
large sets of data. However, it is complex and the
process of designing the study and interpreting of
results is a tedious one, but it gives valuable inputs and
many benefits.
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Math Matters

Dr. Nithya Sai Narayana
Associate Professor (Retired), N.E.S. Ratnam College, Bhandup, Mumbai

Mathematics is in general associated with numbers
and equations and anything which looks for precision
and prediction needs mathematics. Mathematical
reasoning and logic are applied in the analysis of data,
identification of patterns, modelling, and predicting
values. Artificial Intelligence is a scientific area
associated with data science where computers are
made to mimic the problem-solving and decision-
making capabilities of human beings. Mathematical
concepts are used in face recognition, voice recognition,
email spam filters, Chatbot, recommendations display,
language translation, etc.

Real-life problems are modelled and solved using
mathematical tools. Matrix theory, Eigenvalue, and
Eigenvectors play major roles in prediction, data
analysis, and also in graphs. There is a close relationship

between the number of spanning trees and eigenvalues
of the Laplacian matrix of the graph as revealed in the
Matrix Tree theorem. The analysis of the eigenvalues
of Laplacian reveals many properties of the graph
including its connectivity,

Support Vector Machine is the concept used in data
sciences and the mathematics behind this concept will
help us to understand how optimization techniques are
used to design models to perform predictions.  Hyper
planes, linear separability, topology, Lagrange multiplier
methods, and quadratic programming are involved to
arrive at appropriate models.

The fields that use strong mathematical concepts and
tools keep growing day by day and mathematics has
become an inseparable part of our life
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Mathematical Modeling of Water Table Fluctuation in Various Geological Situations

Dr. Chhaya Lande
Assistant Professor, Applied Science Department, Symbiosis Institute of Technology, Pune

Water is one of the most important substances on earth
for the survival of all plants and animals. If there was
no water, there would be no life on earth. Our planet
has an estimated 330 million cubic miles of water, most
of which occurring as non-potable sea water (97%).
Large volume of fresh water is frozen in glaciers and
is essentially unavailable. Other reservoir such as
streams, lakes etc. have local importance; however,
they are much less significant on a global scale.
Groundwater is one of the most important and safe
resources of freshwater available to human being.
Although, it makes up only 0.07% of earth’s available
potable water; yet, this relatively small volume is
critically important because it represents 98% of fresh
water readily available to human being. Thus the ground
water represents the largest reservoir of fresh water.
It is obvious that ground water, in terms of both
economics and human welfare is more valuable.
Consequently, its sound development, diligent
conservation and consistent protection are important
concerns of everyone. These concerns can be
translated in to effective action only by increasing our
knowledge of basic aspects of groundwater hydrology.
Prior knowledge of aquifer’s response to recharge and
withdrawal is vital for planning and implementing the
resource management related projects.

Mathematical models:

Mathematical models have emerged as important tools
for prediction of transient as well as steady-state
behavior of water table in unconfined aquifers under
seepage and recharge conditions.

Most of the existing models are based on a restrictive
assumption that the aquifer is underlain by a perfectly
impervious and horizontal base. In reality aquifers are
often connected to each other through their semi
pervious base and mostly are in sloping nature.

Model: Analytical quantification of stream aquifer
interaction in presence of thin vertical clogging
layer.

An analytical solution is developed which can quantify
the interaction of water in an archetypical stream-

aquifer system under complex stratigraphic conditions.
An unconfined aquifer overlaying sloping impervious
bed interacts with a stream of varying water level in
presence of thin sedimentary layer. A phreatic aquifer
is being considered as shown in Figure 1.The aquifer
is hydraulically connected with a fully penetrating
stream whose water level is gradually varying from
an initial value h

i
 to a final value h

f
. As it often occurs

in reality, a thin vertical clogging layer of conductivity
k and thickness b is present between the stream and
aquifer.

(a)

x
h(x, t)hi

β

hf
b

Figure 1: Schematic diagram of an unconfined semi-
infinite aquifer overlying an impervious downward
sloping base and interacting with a fully penetrating
stream in presence of thin vertical sedimentary layer.
Variations in water table are induced by rise.

The model is solved analytically and validate using
numerical method. Considering hypothetical data
simulation is done. The water head profile is studied.
Figure 2 shows the water head profile for various
sloping angle.
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Figure 2: Water head altitude at a fixed point x = 50 m
in aquifers with slope angle  = 5, 3, 0, -3, -5 deg due
to gradual rise and decline in stream-stage (= 0.2 d-1)
and stream bank leakance r = 10 m

Conclusion :

In both gaining and loosing streams; recharging or
discharging of sloping aquifer is mainly controlled by
its base angle .

On the other hand, occurrence of inflow or outflow at
streambed-aquifer interface depends on the
interrelationship between parameters and 
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Use of Multivariate Multiple Linear Regression Model in Statistical
Analysis of Data

Dr (Mrs.) Anjum Ara Ahmad
Professor of Statistics, Rizvi College of Arts, Science & Commerce, Bandra West, Mumbai 400050

Abstract

The paper is based on how and when to use
Multivariate Multiple Linear Regression Model in
Statistical Analysis of Data. The paper will elaborate
in detail the Multivariate Model with assumptions and
the process how analysis can be done using the said
Model. In order to estimate the effects in the
multivariate multiple regression model, a statistical
software IBM Statistical Product and Service Solutions
originally called Statistical Software for Social Sciences
SPSS (Version 19) has been used. The GLM option is
used to analyse the data. GLM (general linear model)
is a procedure which gives multivariate analysis of
variance and covariance, as well as multiple regression

analyses results in the same output. To explain the
model, I have used by Ph.D. thesis data. The Model is
used when there are more than one dependent variable
and when the dependent variables are mostly correlated
with each other. The Data used in the study is from
Indian Census and the problem is to estimate the effect
of Female fertility, Infant Mortality and Female Work
Participation on Female Literacy Rates in Four States
mainly Maharashtra, Kerala, Bihar & Jharkhand.
Besides Female Literacy Rates, other variables which
might affect the dependent variables are also
considered in the Model.
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Regression and Classification in Machine learning : Challenges
and Research Directions

Dr. Santosh Gite
Professor ,Department of Statistics, University of Mumbai, Mumbai.

Abstract

We are in the age of the fourth industrial revolution
era, in this digital era has a lot of information gathering
each day such as business-related data, internet of things
data, health industry related data, mobile data, social
media data (Facebook, twitter, Instagram,  etc.), cyber
security data, e-commerce data etc. Usually, data is
available in structured, semi- structured and
unstructured format in real world. Knowledge of the
machine learning is the key to analyze these data
intelligently. Several machine learning algorithms are
existed to analyze real world data such as supervised,

unsupervised, semi-supervised and reinforcement
learning. In this paper, different machine learning
techniques particularly regression and classification
techniques are explained and their applicability in
various real-world domains such as agricultural,
healthcare, e-commerce and social media etc. Also, I
have highlighted potential research direction and
challenges in given area.

Key words: Machine learning, Data science,
prediction etc.
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Valedictory Talk

Applications of Division Algebras in Wireless Communications

Dr. Shripad M. Garge
Department of Mathematics, IIT Bombay

Multiple Input Multiple Output

Basic Setup

Each radio wave is encoded by a complex

number reıφ . These numbers are sent from t transmit
antennas and the encoded signals are then received
by r receive antennas. The presence of obstacles in
the environment such as buildings causes attenuation
of the signals; in addition, the signals are reflected
several times and interfere with one another. The
combined degradation of the signals is commonly
referred to as “fading”, and achieving reliable
communication in the presence of fading has been the
most challenging aspect of wireless communication!

The received and transmitted signals are modeled
by the  relation

𝑌𝑟×1 = 𝜃𝐻𝑟×𝑡𝑋𝑡×1 + 𝑊𝑟×1 

X is a t × 1 vector of transmitted signals, Y is an
 r × 1 vector of received signals, W is an r × 1 vector

of additive noise, H is an r × t matrix that models the
fading, and  is a real number chosen to normalize the
transmitted signals so as to fit the available power.

The transmission typically occurs in blocks of
length n: each antenna transmits n times, and the
receiver waits to receive all n transmission before
processing them. A common engineering model is to
assume that r = t = n, so the equation above is
accordingly modified to read

Yn×n = θHn×n Xn×n + Wn×n 

Thus, the i-th column of Y, X, and W represent
(respectively) the received vectors, the transmitted
information, and the additive noise from the i-th
transmission.

Coding:

A subset 𝑆 ⊆ ℂ×,  known as the signal set is
selected as the alphabet.

A k-tuple (s
1
, s

2,
 …. , s

k
), 𝑠𝑖 ∈ 𝑆 , comprises the

message that the transmitter wishes to convey to the
receiver.

A space-time code is then a one-to-one map

X : Sk → Mn(ℂ) . It is typically assumed that the map X
is “ linear in Sk “, that is,  it is the restriction to Sk of a

group homomorphism 〈𝑆〉𝑘 → 𝑀𝑛 (ℂ), where 〈𝑆〉 is

the additive subgroup of ℂ generated by S.

Probability of errors

Reliability of communication is commonly
measured by the probability P

e
 of incorrectly decoding

the transmitted message at the receiver. The pairwise
error probability P

e 
(i, j) is the probability that message

i is transmitted and message j is decoded. Performance
analysis of MIMO communication systems typically
focuses on the pairwise error probability as it is easier
to estimate and also because the error probability P

e

can be upper and lower bounded in terms of the
pairwise error probability.
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Rank criteria

It was shown (2000) that in order to keep the
pairwise error  probability low, the space time code
must meet the criteria below:

For (s
1
, s

2
, . . . , s

k
)  (s

1
, s

2
, . . . , sk),

X(s
1
, s

2
, . . . , s

k
) -X(s21 , s22 , . . . , s2k ) must have

full rank n.

That is, it must be invertible.

Alamouti

The earliest space-time code, for two antennas,
was given by an engineer, Alamouti: given an arbitrary
signal set S, he chose

X: S2 → M2(ℂ) to be 𝑋(𝑠1, 𝑠2) = ൬
𝑠1 −𝑠2ഥ
𝑠2 𝑠1ഥ

൰ 

(where 𝑠𝑖ഥ  stands for complex conjugation.) It is easy
to see that the rank criterion is immediately met.

After Alamouti

Alamouti’s code led to a furious search among
engineers and coding theorists for generalizations for
the higher number of antennas. Much of the early work
focused on some combinatorial variations of Alamouti’s
code. Alamouti’s code led to a furious search among
engineers and coding theorists for generalizations for
the higher number of antennas. Much of the early work
focused on some combinatorial variations of Alamouti’s
code. It took the genius of an Indian mathematician
to solve this problem in the general case.

Rajan and Sethuraman

In 2001, Sundar Rajan, a professor of
communication engineering at IISc introduced the
problem of designing matrices X(s

1
, . . . , s

k
) satisfying

the rank criterion to Bharath Sethuraman, a
mathematician at the CSUN, USA. Given his algebraic
background, Bharath could recognize easily that
matrices arising from embeddings of fields and division
algebras can be utilized to solve this problem.

Division algebra

Let V be a vector space over a field. If you have
a multiplication of vectors defined on this vector space:
m : V × V  V such that every nonzero vector has a
(multiplicative) inverse then V is said to be a division
algebra.

Examples of division algebras include

• C as a division algebra over R,

• any field over itself,

• Q[] over Q,

• R or Q(x) over Q, etc.

Rajan-Sethuraman codes

The major problem Sethuraman faced was that
there are not  too many division algebras over R.
Alamouti’s code corresponded to the quaternion
algebra over R, which is the only division algebra over
R. They went around this problem by considering the
fields Q(x) in the field of real numbers. Here x  R is
any transcendental number, for example , e, (3), . .

Cyclic division algebras

Cyclic division algebras can be constructed over Q(x)
using

• a finite field extension F/k of degree n with cyclic
Galois group Gal(F/k) = ‘’ and

• a certain element x.

As a k-vector space, the algebra is expressible
as 𝐷 = ⨁i=0

n−1 Fui whereun = γ. 

There is a well-known embedding of such a D

into M
n
(F) that sends f0 + f1u + · · · fn−1un−1  to

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝑓0 𝛾𝜎(𝑓𝑛−1) 𝛾𝜎2(𝑓𝑛−2) ⋯ 𝛾𝜎𝑛−1(𝑓1)

𝑓1 𝜎(𝑓0) 𝛾𝜎2(𝑓𝑛−1) ⋯ 𝛾𝜎𝑛−1(𝑓2)

𝑓2 𝜎(𝑓1) 𝜎2(𝑓0) ⋯ 𝛾𝜎𝑛−1(𝑓3)

𝑓3 𝜎(𝑓2) 𝜎2(𝑓1) ⋯ 𝛾𝜎𝑛−1(𝑓4)
⋮ ⋮ ⋮ ⋮ ⋮

𝑓𝑛−2 𝜎(𝑓𝑛−3) 𝜎2(𝑓𝑛−4) ⋯ 𝛾𝜎𝑛−1(𝑓𝑛−1)

𝑓𝑛−1 𝜎(𝑓𝑛−2) 𝜎2(𝑓𝑛−3) ⋯ 𝜎𝑛−1(𝑓0)

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

By taking k to be various subfields of C
containing Q(S) (the field generated by the elements
of S over Q) in this formulation, and for each such F
taking various k and ã, a wide variety of space-time
codes can be constructed for a wide range of signal
sets. For further simplicity of construction, particularly
in the selection of the element  above, the authors of
chose all their base fields k to contain transcendental
elements; in most cases, their cyclic extensions F/k
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were of the form F
0
(x) / k

0
(x), where F

0
/k

0
 is a cyclic

extension of number fields, and x is a transcendental.
In these cases, the authors’ construction yielded codes
X : Sn2   M

n
(C).

Role of Mathematicians

What is the role of mathematicians in this field?

The subject is clearly very mathematical; yet,
unlike classical coding theory which now has a
mathematical life of its own and can, for instance, be
thought of as a theory of subspaces of vector spaces
over finite fields, the “center of gravity” of space-time
codes currently lies very solidly in engineering. There
is as yet no deep independent “mathematics of space-
time codes”: the driving force behind the subject
consists of fundamental engineering problems that need
to be solved before MIMO wireless communication
reaches its full practical potential.

We, therefore, believe that, as things stand now,
isolated mathematical investigations of space-time
codes that are not grounded in concrete engineering
questions would very likely lead to sterile results. At
least for now, mathematicians can best contribute to
the subject by working in collaboration with engineers
who are motivated by fundamental engineering
questions. This author, Bharath has found that the
leading engineers in the field have a practical and
intuitive understanding of much abstract mathematics,
but welcome help from trained mathematicians.

There is clearly a lot of work for mathematicians
to do.
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Exploratory Data Analysis of Top 5 Crypto Currencies

Ms. Sakshi Rane**, Ms. Shreya Nadkarni*&Ms.Sumaiya Shaikh*
VPM’s B.N. Bandodkar College of Science (Autonomous), Thane
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Abstract : Crypto currency is the new age digital money which has impacted the financial world Prediction
of future prices of crypto currencies using past data is possible with the help of statistical tools and
techniques. The aim of this research is divided into two parts. The first part is to determine correlation or
association between different crypto currency prices (Bitcoin, Ethereum, Binance coin, Tether, and Ripple),
measured using statistical techniques Pearson correlation coefficients and to forecast the prices of the
different crypto currencies (Bitcoin, Ethereum, Binance coin, Tether, and Ripple) using Facebook prophet
since the significance of forecasting can be deemed one of the essential factors when gaining an edge in
any kind of investment. The other part of the research deals with the risk and returns associated with these
top 5 currencies many investors looking forward to a correct opportunity to invest in this new age digital
money which is now a commodity.

Keywords : Correlation, Time series analysis, Price Prediction, commerce.

Introduction

Today, there are different type of crypto
currencies with different technologies and functionality.
Since their inception in 2008, ‘crypto currencies’ have
become one of the most interesting and perhaps most
misunderstood phenomena of the early 21st century.
Since the inception of crypto currencies, an increasing
number of financial institutions are getting involved in
crypto currency trading. It is therefore important to
summaries existing research papers and results on
crypto currency trading.

Related work has discussed or partially examined
literature related to the exchange of crypto currency.
Greaves, A. and Au, B.,(2015) gave a brief survey of
crypto currency systems using the bit coin transaction
graph to predict the price of bit coin. Pichl, L. and
Kaizoji, T., 2017 explored cost-effective trading
opportunities by doing volatility analysis of bit coin
prices using time series. The findings of this related
work focused on specific field in crypto currency,
including crypto currencies and crypto currency market
introduction, crypto currency systems / platforms, bit
coin literature review, etc.

This paper provides a comprehensive survey of
crypto currency trading research, by covering
Correlation analysis which measures the strength of
relationship between the currencies ad Time series
analysis which is the technique of studying and
analysing the time series data collected over a period
of time in order to study the trend in the data and
extract important characteristics from it.

Objectives

The research project objectives are proposed as
follows:

Objective 1: The first objective is to source the price
data for Bit coin, Ethereum, Binance Coin, Tether, and
Ripple crypto currencies.

Objective 2: Then second most important objective
entails the exploration of different price distributions
for each of the crypto currencies to identify the trends
and to what magnitude (positive/negative) are the
different crypto currency prices correlated with each
other, measured using statistical techniques (Pearson
correlation coefficients) and to predict the prices of
the currencies to help smart investing for investors?

Objective 3: This is the final stage which would
provide insights about risk and returns associated with
these currencies.

Research Methodology

Data Collection

This study is based on secondary data which has
been collected from the website https://www.kaggle.com/
nshreya788/eda-on-top-5-cryptocurrencies .The
dataset contains 5 sheets namely as BTC, ETH, BNB,
USDT, XRP. The data attributes are as follows:

1. Date : Date of observation

2. Close : Price on the given day in USD (Also the
closing price for that day)

3. Open : Opening price on the given day
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4. High : Highest price on the given day

5. Low : Lowest price on the given day

6. Volume : Volume of transactions on the given day

The data from the last five years (from the 9th
November, 2017 to 31st December 2021) were
included in the study.

Preleminary Work

Data Pre-processing

Data pre-processing for all crypto currencies was
done in Google Collab notebook (Python). Once the
data was sourced and collected, the dataset was then
imported to Google Collab notebook (python) using the
most effective data structure and data analysis (pandas)
package toolkit, the existing data was first analysed
before any cleaning, put within a data-frame. The
closing price distribution of each of the crypto
currencies was plotted on a graph with a year wise
gap using (Plotly) library installed, to analyse the trend
amongst these crypto currencies. Later, a correlation
matrix heat map for all of these crypto currencies was
generated. This was done by configuring the
environment with the data visualization library
(seaborn) based on matplotlib. For stationarity, statistics
and predictive analytics a python library called
Facebook Prophet was used.

Expected Outcomes

Analysis and Inference

Exploratory Data analysis entails the exploration
of different price distributions to analyse any trends
and seasonality. A Price distribution chart gives a
glimpse of how the prices have been thought for the
past 5 years for all crypto currencies.

Comparison of Closing Price Distributions of
Bitcoin, Ethereum, Binance Coin, Tether and Ripple

Fig.1. Closing price distribution of Bitcoin (BTC)

Fig.2. Closing price distribution of Ethereum (ETH)

Fig.3. Closing price distribution of Binance Coin (BNB)

Fig.4. Closing price distribution of Tether (USDT)

Fig.5. Closing price distribution of Ripple (XRP)

Insights

1. As an example, Bitcoin shows peak closer to
December 2017, this is when the price of Bitcoin
was $20,000 and skyrocketed to almost $65,000
over the last 5 years. Bitcoin(BTC) is leading the
crypto market.
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2. Similarly, The price of Ethereum (ETH) booms in late 2021.

3. Ripple (XRP) shows fluctuating price distributions.

Comparison Of The Average Closing Price Distribution Of Bitcoin, Ethereum, Binance Coin, Tether
And Ripple

 Year     BTC average     ETH average        BNB average        Usdt average   XRP average
                    price                     price                   price                      price                      price

2017      12283.936         532.086680 3.483208867 1.01001769 0.5752066

2018 7572.29894 483.5077266 11.17253701 1.000030 0.6662736

2019 7395.24628 181.7701374 20.09297886 1.0048532 0.30970113

2020 11116.3780 307.54297 21.350414 1.001315 0.258398959

2021 47436.93202 2778.35414 378.30497793 1.000530 0.8680094
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Insights

• Here we have taken into consideration the
Average Closing prices (in USD) of Bit coin,
Ethereum, Binance Coin, Tether and Ripple from
the year 2017 to the year 2021.

• An average Price distribution chart gives a glimpse
of how the average of prices have been thought
for the last five years for all crypto currencies.
As an example, Bit coin shows peak closer to
$10000 in December 2017, this is when the price
of Bit coin skyrocketed to almost $45,000.

• Similarly, other crypto currencies reached their
peak closer to this period. However, Binance Coin

              

             

(BNB)’s chart shows average periodic rise over
the years, whereas in case of Tether all price
directions are completely on a downside.

Comparison of Transaction Volume of  Bitcoin,
Ethereum,

Binance Coin, Tether And Ripple

Crypto trading volume indicates interest in a
crypto currency. The more people are buying and
selling something, the higher the volume, which can
drive even more interest in that particular crypto
currency. This bar graph depicts how does Crypto
trading volume has changed over the last 5 years for
all five currencies.
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Insights

1) Highest transaction volume of Bit coin (BTC) had
been observed for the year 2020.

2) Since it has been observed from the Closing Price
Distribution graphs that Ethereum is a high beta
version of binance coin. Ethereum (ETH) and
Binance Coin (BNB) both are have having highest
transaction volume in year 2021.

3) Highest trading volume for Tether had been
recorded for year 2020.

4) Highest transaction volume for Ripple had been
recorded in year 2020 followed by 2017

5) It has been observed from the above graphs that
greater the volume of crypto currency transactions
leads to fair crypto currency prices.

Correlation Analysis (Pearson Correlation)

Correlation attempt to discover the relationship,
patterns, extensive connections, and developments
among variables or datasets. There is a positive
correlation among variables when an increase in a
single variable, results in an increase in the other. On
the other hand, a negative correlation means that after
one variable increases, the other decreases and vice-
versa.

Pearson Correlation is one of the most popular of the
correlation statistic techniques

The formula used to calculate correlation coefficient is:

ρxy = Cov (x, y) / ( σx * σy )

where:ρxy=Pearson productmoment correlation coefficient
Cov (x, y) = covariance of variables x and y

σx = standard deviation of x

σ y= standard deviation of y

Price values for Bit coin, Ethereum, Binance
Coin, Tether and Ripple :

Correlation matrix of Five selected crypto
currencies

The table below provides some guidelines for how
to describe the strength of correlation coefficients

  Correlation                   Description
  Coefficient ()

 = +1 Perfect Positive Correlation

 = -1 Perfect Positive Correlation

= 0 No correlation

-1 <  < -0.8 Strong Negative Correlation

-0.8 <  < -0.5 Moderate Negative Correlation

-0.5 <  < 0 Weak negative correlation

0 <  < 0.5 Weak Positive correlation

0.5 <  < 0.8 Moderate Positive Correlation

0.8 <  < 1 Strong Positive Correlation

Insights

The above given heatmap shows that:

• Ethereum (ETH) is both highly correlated with
binance coin (BNB) and more volatile than
Binance coin (BNB). To borrow the lingo of equity
markets, this makes Ethereum a high beta version
of Binance coin. When Binance coin prices rise,
Ethereum prices tend to rise more. When Binance
coin prices fall, Ethereum prices tend to fall even
further.

• Correlation analysis for Bit coin (BTC), Ethereum
(ETH), Binance Coin (BNB), Tether (USDT) and
Ripple (XRP) shows that all the currencies except
Tether (USDT) are positively correlated to each
other.

Benefits to the Society

• Crypto currency is the new age digital money
which has impacted the financial world, since the
launch of its first crypto-coin called Bit coin. The
reason crypto currencies are getting popular is due
to their various advantages ranging from being
fast, secure, scalable, trustworthy, reliable,
decentralized and more.

• With crypto currency, the dealing price is low to
nothing at all—unlike, for example, the fee for
transferring money from a digital wallet to a bank
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account. one can easily make transactions at any
time of the day or night, and there aren’t any limits
on purchases and withdrawals. And anyone is
liberal to use crypto currency, instead of opening
a bank account, which needs documentation and
different paperwork.

• Funds transfer among parties can be smooth
without the need of the third parties like credit/
debit cards or banks. It is a less expensive as
compared to different online transactions
Payments are secure and secured and provide an
unparalleled stage of anonymity.

• The rise and fall of prices in the stock market is
commonplace. Similarly, it’s more volatile /
speculative with the crypto currencies. Prices vary
between 40-80 percent giving a huge factor of
precariousness amongst its investors due to its
volatile nature. Therefore, the correlation analysis
and price prediction of these crypto currencies
are often checked by regular investors for smart
investing and hence, the returns are to be
considered huge which crypto currency investors.
The advantage of this project is to help these
investors with better investment opportunities,
using the correlation analysis and prediction of the
top 5 crypto currencies.

• Volume can show the direction and movement of
the crypto currency as well as a prediction of
future price and its demand. Volume is an
extremely important indicator for traders to
determine the future profitability of crypto
currencies.

Future Scope

Price Prediction of Bitcoin, Ethereum, Binance
Coin, Tether and Ripple for 150 Days:

This prediction is done using the Facebook
Prophet.

Facebook Prophet

FB Prophet is an open-source library published
by Facebook. Prophet is a procedure for forecasting
time series data based on an additive model where
non-linear trends are fit with yearly, weekly, and daily
seasonality, plus holiday effects. It works best with
time series that have strong seasonal effects and
several seasons of historical data.

 Bitcoin (BTC)  Ethereum (ETH)

 Binance Coin (BNB)  Tether (USDT)
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RIPPLE (XRP)

Insights

1. The reason for using Facebook prophet over other
algorithms is because crypto currencies are very
speculative and Fb prophet provides us with upper
and lower limits of the predicted price which might
be very helpful to investors.

2. In the graphs shown above black line depicts the
actual price values, while this blue line depicts the
predicted price values for next 150 days while this
light blue Shady area is the upper limit and the
lower limit in which prices of currencies might
fall.

3. The predictive analysis indicates that the prices
(in USD) will show a increasing trend for Bit coin
(BTC),  Ethereum (ETH), Binance Coin (BNB)
and Ripple (XRP) for the next 150 days of year
2022. Where as the prices (in USD) for Tether
(USDT) will continue to remain stable for the next
150 days of year 2022.

Risk and Return Analysis of 5 Currencies

Insights

High return comes with High risk!

Average and standard deviation of the price of
currencies have been calculated to assess the risk
associated with returns. Standard deviation helps

determine market volatility or the spread of asset prices
from their average price. When prices move wildly,
standard deviation is high, meaning an investment will
be risky. Low standard deviation means prices are
calm, so investments come with low risk.

From this graph concludes that although Ripple
(XRP) had very high returns compared to any other
currencies, but it is that much risky to invest money in
Ripple (XRP) and Binance coin (BNB) as well. Closing
Price distribution of Tether (USDT) had stable graph
throughout the years hence, it has comparatively very
less risk and return.

Swoc Analysis / Limitations

The following figure illustrate the SWOC
(Strength, Weakness, Opportunities, Challenges)
analysis of Five Currencies :

Conclusion

• The project objectives have been successfully
achieved. Dataset have been exploratory analysed
in order to identify the trends for each of the crypto
currencies. Line plots helps us know the movement
of the price and with the application of the
necessary techniques to analyse it further for the
prediction. The price distribution charts are a good
method of exploring the data to understand how
the distributions exist within the dataset.

• However, correlation coefficients are very handy
in terms of understanding the relationships between
different currencies. All crypto currencies were
more or less correlated with each other positively
or negatively. The highest positive correlation
strength within all statistical models were Ethereum
(ETH) and Binance Coin (BNB). Correlation
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analysis for Bitcoin (BTC), Ethereum (ETH),
Binance Coin (BNB), Tether (USDT) and Ripple
(XRP) shows that all the currencies except Tether
(USDT) are positively correlated to each other.
While Tether (USDT) is negatively correlated the
currencies. This helps us understand that the price
movements across crypto currencies are
somewhat correlated with each other and hence
they follow a similar trend when moving upwards
or downwards. Correlation analysis gives valuable
information on relationships of variables hence.
This data can be used for example, to take
advantage of changing market.

• Volume is such an important metric when
analysing cryptos and it can help investors in
showing a coin’s direction. A greater volume of
crypto currency transactions leads to fair crypto
currency prices and removes the chance of
distorted pricing. Investors can also use trading
volume to recognize the fruitful opportunities of
crypto market which can help them to reap
enormous benefits.

• Bit coin is leading the market. Bit coin is probably
the best-known crypto currency, and its value has
been skyrocketed in recent years. Ethereum is
another popular crypto currency worth looking
into, as its value has been steadily increasing over
the past.  Ripple is another exciting option that
could potentially see a lot of growth in 2022.

• Bit coin is a decentralized digital currency which
can be classified more as an investment asset than
a currency. Bit coin’s growth and importance in
the economy has not been gone unnoticed by the
economic literature, where a growing interest
around bitcoin arises. Previous literature shows
that bit coin is a very volatile asset but an asset
that is also valuable for risk management.
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Abstract : Prime objective of this paper is to construct a fuzzy inventory model that takes into consideration
the impact of inflation and the value of money in time to acquire the optimum order inventory cycle and the
minimum overall average costs. The developed production inventory model where the demand is
advertisement and selling price dependent and it has a direct linear impact on the production rate. With the
initial production rate and subsequent variation in production rate, inventory level increases in the first
two stages. After the accumulation of inventory, deterioration occurs, which follows two parameters of
Weibull distribution. The shortages are not considered. In the fuzzy model, hexagonal fuzzy numbers are
used to derive optimum solution and defuzzification by the graded mean integration representation method.
A numerical example is given to demonstrate the proposed model’s applicability, and carried out sensitivity
analysis to reveal the impact of a change in parameter values.

Keywords: Weibull distribution deterioration, Variable Production rate, hexagonal fuzzy number,
Advertisement and Selling Price Dependent Demand, inflation.

1. Introduction

Inventory describes a substantial stock of items
that are kept readily available to ensure the organized,
effective, and efficient operation of the market. The
demand for a product is the major factor influencing a
market’s ups and downs. A product’s demand may be
influenced by several number of factors, including the
time of year, the region, advertisements, trends,
promotions etc. In this study, an advertisement and
selling price dependent demand has been considered.
Demands of this nature are typical of newly released
products on the market. Inventory analysis frequently
considers how quickly things deteriorate. Inventory
models for deteriorating products have been studied
by many inventory modelers. But not all types of goods,
like meat, bread, milk, and so forth, start to disintegrate
as soon as they are produced; instead, they preserve
their freshness for a while before doing so.

In this production inventory model, the influence
of inflation is considered for deteriorating products. In
the current unstable economy, the inflationary effects
cannot be underestimated, especially for long-term
investments because the ordering strategy could also
be affected by uncertainty over rising inflation. The

consequence of inflation should be taken into account
because it discredits currency. In inventory models,
inflation was first investigated by (Buzacott, 1975).

Under the effect of inflation and time value of
money (Bose et al., 1995) developed an inventory model
where shortages were considered and demand was
linearly dependent on time for deteriorating items.
(Ghasemi, 2015) studied economic production quantity
models with condition that holding cost is a function of
the ordering run length.(Geetha & Udayakumar, 2016)
studied an ordering policy with demand dependent on
advertisement and price and shortages are partially
allowed for deteriorating items. (Ardak & Borade,
2017) suggested production inventory model to obtain
economic production quantity with variable deterioration
rate and mixed demand rate. deteriorating items.
Imperfect production inventory model was investigated
by (Manna et al., 2017) where demand depends on
advertisement and the producing defective units’ rate
is a function of production rate.(Sinha  & Modak, 2019)
formed a new approach for developing the production
inventory model by considering the fact of controlling
the carbon emission by production houses.(Hasan &
Mashud, 2019) developed an inventory model based
on demand which is selling price, frequency of
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advertisement and time dependent for deteriorating
items with partially backlogged shortages.(Rathore,
2019) studied inventory model with reliability
consideration for non-instantaneous deteriorating items
where demand is advertisement dependent.
(Shekhawat et al., 2021) developed comprehended
review paper about the advances and recent
developments in the field of inventory supply chain for
deteriorating items for the year 2016-2019.

(K. Kumar et al., 2021) studied an inventory policy
for medicinal products which deteriorates with three
parameter Weibull distribution and partly backlogged
shortages.(Singh & Rani, 2021) developed an economic
production quantity model with markdown policy with
constant deteriorating rate under inflationary condition
where shortages are allowed.(A. Barman et al., 2022)
investigated an optimal inventory policy for non-
instantaneous deteriorating products with a
manufacturer – retailer supply chain model considering
both cases of with and without shortages. (Malumfashi
et al., 2022) developed an economic production
inventory model where production rate has two phases
for deteriorating items with exponential demand without
shortages.

In any inventory system, there are multiple types
of uncertainties. i.e., deterioration, changing set-up cost,
holding cost, ordering cost etc. For the above
uncertainties, it becomes more convenient to deal such
problems with fuzzy set theory. Fuzzy set theory was
first introduced by (Zadeh, 1965).(Roy et al., 2009)
studied inventory model with fuzzy inflation for a
deterioratingitem where demand is stock dependent.
Keeping inflation under consideration (Pal et al., 2014)
developed production inventory model in fuzzy
environment for deteriorating items with ramp type
demand. Also, (Pal et al., 2015) developed the fuzzy
economic production quantity model considering the
inflation and ramp type demand where shortages are
allowed. For deteriorating items (Biswas & Islam,
2019) formulated production inventory model under
fuzzy approach with demand function of population,
selling price and frequency of advertisement. (Sen  &
Saha, 2020) investigated inventory model  under fuzzy
approach considering negative exponential demand for
deteriorating items. (H. Barman et al., 2021) developed
production inventory model under cloud-fuzzy
environment for deteriorating items where demand
depends on time with shortages. A production inventory

model was developed by (S. Kumar, 2021) where
demand rate dependents on time exponentially and
partial shortages are allowed for deteriorating items.

In this proposed paper, under a fuzzy approach,
production inventory model for deteriorating items is
built, to discover the idyllic inventory cycle time and
the minimum possible total average costs. Demand has
a direct, linear impact on the production rate. With
starting production rate, followed by rise in production
rate, inventory level rises in the first two stages. A
lower production rate in the initial stage helps to prevent
having many items in stock, which reduces holding
costs and thus provides a way to ensure customer
happiness and maximizing profit. In the third stage,
after inventory accumulates, deterioration occurs which
is two-parameter Weibull deterioration. Shortages are
not considered. The implementation of the presented
model is demonstrated using a numerical example and
sensitivity analysis.

2. Definition and Preliminaries

Definition 1.

A fuzzy set Ã on the given universal set is a set
of order pairs Ã = {(x, µ

Ã
(x) : x  X}, where, µ

Ã
 : X 

[0, 1] is a mapping called membership function. The
membership function is also a degree of compatibility
or a degree of truth of x in Ã.

Definition 2. (D. Dutta, 2012)

The -cut of Ã is defined by,

A = {x :µ
Ã
(x) = ,  > 0}

If R is a real line, then a fuzzy number is a fuzzy set Ã
with membership function µ

Ã
 :X  [0, 1], having

following properties,

i. Ã is normal i.e., there exists x  R such that
µ

Ã
(x) = 1

ii. Ã is piecewise continuous

iii. sup p(Ã) = cl{ x  R : µ
Ã
(x) > 0}

iv. Ã is a convex fuzzy set.

Definition 3. (Nayak et al., 2021)

The fuzzy number set Ã = (a, b, c, d, e, f) where,
a < b < c < d < e < f and defined on R, is called the
Hexagonal fuzzy number, if the membership function
of Ã is given by,
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𝜇Ã(𝑥)  =
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⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎧ 𝐿1(𝑥) =  

1

2
ቀ

𝑥 − 𝑎

𝑏 − 𝑎
ቁ ,                𝑎 ≤ 𝑥 ≤ 𝑏

𝐿2(𝑥) =  
1

2
+  

1

2
൬

𝑥 − 𝑏

𝑐 − 𝑑
൰ ,       𝑏 ≤ 𝑥 ≤ 𝑐

1,                                                    𝑐 ≤ 𝑥 ≤ 𝑑

𝑅1(𝑥) = 1 −
1

2
൬

𝑥 − 𝑑

𝑒 − 𝑑
൰ ,         𝑑 ≤ 𝑥 ≤ 𝑒

𝑅(𝑥) =  
1

2
൬

𝑓 − 𝑥

𝑓 − 𝑒
൰ ,                   𝑒 ≤ 𝑥 ≤ 𝑓

0  ,                                                   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

The -cut of Ã = (a, b, c, d, e, f), 0 < < 1 is

A() = [𝐴𝐿(α), 𝐴𝑅(α)]  where,

𝐴𝐿1
(α)  = a + (b - a) = 𝐿1

−1(α) 

𝐴𝐿2
(α)  = b + (c - b)= 𝐿2

−1(α) ,

𝐴𝑅1
(α)  = e + (e - d) = 𝑅1

−1(α) ,

𝐴𝑅2
(α) = f + (f - e)  = 𝑅2

−1(α) ,

And,

𝐿−1(α) = 
𝐿1

−1(α)+ 𝐿2
−1(α)

2
  =  

𝑎+𝑏+(𝑐−𝑎)α

2
 

𝑅−1(α) = 
𝑅1

−1(α)+ 𝑅2
−1(α)

2
  =  

𝑒+𝑓+(𝑑−𝑓)α

2
 

Definition 4 (Nayak et al., 2021)

Suppose Ã = (𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5, 𝑎6)  and

B෩ = (𝑏1, 𝑏2, 𝑏3, 𝑏4, 𝑏5, 𝑏6)  are two hexagonal fuzzy
numbers, then arithmetical operations are defined as,

1. Ã⨁B෩ = (𝑎1 + 𝑏1, 𝑎2+ 𝑏2, 𝑎3+ 𝑏3, 𝑎4 + 𝑏4, 𝑎5 + 𝑏5, 𝑎6 + 𝑏6) 

2. Ã⨂B෩ = (𝑎1𝑏1, 𝑎2𝑏2, 𝑎3𝑏3, 𝑎4𝑏4, 𝑎5𝑏5, 𝑎6𝑏6) 

3. Ã − B෩ = (𝑎1 − 𝑏1, 𝑎2−𝑏2, 𝑎3−𝑏3, 𝑎4 − 𝑏4, 𝑎5 − 𝑏5, 𝑎6 − 𝑏6) 

4. Ã ⊘ B෩ = ൬
𝑎1

𝑏1
,
𝑎2

𝑏2
,
𝑎3

𝑏3
,
𝑎4

𝑏4
,
𝑎5

𝑏5
,
𝑎6

𝑏6
൰ 

5. 𝛼⨁Ã෩ = ൜
(𝛼𝑎1, 𝛼𝑎2, 𝛼𝑎3, 𝛼𝑎4, 𝛼𝑎5, 𝛼𝑎6)𝛼 ≥ 0
(𝛼𝑎6, 𝛼𝑎5, 𝛼𝑎4, 𝛼𝑎3, 𝛼𝑎2, 𝛼𝑎1)𝛼 <  0

  

Definition 5.

If Ã = (a, b, c, d, e, f) is a hexagonal fuzzy number,
then the graded mean integration representation

(GMIR) method of Ã is defined as,

P(Ã) =
∫

ℎ
2

𝑊𝐴

0
൬

𝐿−1(ℎ) +  𝑅−1(ℎ)
2 ൰ 𝑑ℎ

∫ ℎ𝑑ℎ
𝑊𝐴

0

  , with 0 < W
A  
<  1.

P(Ã) =
𝑎 + 3𝑏 + 2𝑐 + 2𝑑 + 3𝑒 + 𝑓

12
 

3. Notations and assumptions

The following notations and assumptions are considered
throughout the paper:

3.1 Notations

 : Demand coefficient

 : Demand constant

S : Selling-price

T : Duration of cycle

r : Discount rate which represents time value
of money

i : Inflation rate per unit time

C
HC

: Holding cost

C
PC

: Production cost

C
DC

: Deterioration cost

SC : Setup cost

Q
1

: Maximum inventory level at time t
1

Q
2

: Maximum inventory level at time t
2

I
1
(t) : Inventory level, at any timet, during [0, t

1
]

I
2
(t) : Inventory level, at any timet, during [t

1
, t

2
]

I
3
(t) : Inventory level, at any timet, during [t

2
, T]

TC(T) : Total inventory cost

𝐶ሚ𝐻𝐶  : Fuzzy holding cost

𝐶ሚ𝐷𝐶  : Fuzzy deterioration cost

𝐶ሚ𝑃𝐶  : Fuzzy Production cost

𝑆𝐶෪  : Fuzzy Setup cost

Assumptions

1. Single product is considered for the inventory
cycle.
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2. The demand rate D(s) is dependent on
advertisement cost  A per unit time and selling
prices i.e .D(s) = Ams- where,

 > 0,  > 0, 0 < m < 1, where,  is scaling factor,
 is index of price elasticity, m is shape parameter.

3. The production rate is linearly dependent on
demand, that is,

P(s) =  D(s) where,  > 1 and production rate
is greater than demand rate D(s).

4. Lead time is zero.

5. Shortages are not considered and backlogged are
not allowed.

6. Manufactured products are added to the stock.

7. The deterioration of the products starts after a
certain fix time. The rate of deterioration at time
(t

2, 
T) is (t) = t -1 which is two parameter  Weibull

distribution where,  represents scale parameter
and  represents shape parameter. There is no
deterioration before time t

2
.

4. Model formulation

As shown in Figure 1, the inventory cycle starts
with zero stock level at t = 0. Two rates of production
are considered under advertisement and selling price-
dependent demand. In the first and second production
time interval (0, t

1
) and (t

1
, t

2
) respectively, there is no

deterioration. During the time interval (0, t
1
) production

rate is  D(s), thus, inventory starts to build at the rate
of (n-1)D(s) units. level of inventory reaches Q

1
 at

the time t = t
1
, then in the time interval (t

1
, t

2
), inventory

levels start rising at a rate (1)D(s). A lower
production rate in the initial stage helps to prevent
having a large number of inventory products, which
reduces holding costs and provides a method for
maintaining customer satisfaction and maximizing
profit. Production is terminated at time t = t

2
 when the

inventory level reached Q
2
. Due to deterioration and

demand, the inventory level begins to decline and
ultimately falls to zero at time t = T. since, there are no
shortages allowed, the cycle ends.

Fig.1. Graphical representation of inventory model.

The differential equations representing the inventory
model are,

𝑑𝐼1(𝑡)

𝑑𝑡
 = (𝜂 − 1)𝐷(𝑠)    0 < t < t

1
(1)

𝑑𝐼2(𝑡)

𝑑𝑡
 = 𝜃(𝜂 − 1)𝐷(𝑠)    t

1
 < t < t

2
(2)

𝑑𝐼3(𝑡)

𝑑𝑡
+ θ(t)𝐼3(𝑡) = −𝐷(𝑠)    t

2
 < t < T (3)

Where, (t) = t -1

The boundary conditions are,

I
1
(0) = 0, I

1
(t

1
) = I

2
(t

1
) = Q

1
, I

2
(t

2
) = I

3
(t

2
) = Q

2
, I

3
(T) = 0 (4)

The solutions of differential equations above are given
by,

I1(𝑡) =
(η − 1)𝐴𝑚 α𝑡

sβ  (5)

I2(𝑡) =
𝜃(η − 1)𝐴𝑚 α𝑡

sβ +
(1 − 𝜃)(η − 1)𝐴𝑚 𝛼t1

sβ  (6)

I3(𝑡) =
η

pγ
(t𝑑 − 𝑡) +

η

pγ ൤(T − t𝑑 ) +  
𝛼

𝛽 + 1
(𝑇𝛽+1 − 𝑡𝑑

𝛽 +1
)൨ 𝑒−𝛼t𝑑

𝛽

 (7)

I4(𝑡) =
η

pγ ൤(T − t) +  
𝛼

𝛽 + 1
(𝑇𝛽+1 − 𝑡𝛽 +1)൨ 𝑒−𝛼𝑡 𝛽

 (8)

Using initial boundary conditions,

Q1 =
(η − 1)𝐴𝑚 αt1

sβ                                                   (9)

Q2 =
(η − 1)𝐴𝑚 αt1

sβ +  
(η − 1)(t2 − t1)𝐴𝑚 αθ

sβ            (10)

The different costs included in total cost are as follows,
considering the influence of inflation and time value of
money,

Total cost of inventory cycle per unit time is,
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TC =  [Production Cost + Holding Cost + Deterioration Cost + Setup Cost]

i) Production Cost    = CPC ቎න
𝐴𝑚 αη

sβ 𝑒−(𝑟−𝑖)𝑡𝑑𝑡

𝑡1

0

+ න
𝐴𝑚 αηθ

sβ 𝑒−(𝑟−𝑖)𝑡𝑑𝑡

𝑡2

𝑡1

቏ 

                                                            
= CPC .

𝐴𝑚 αη

sβ ቈ𝜃 ቆ𝑡2 −
(𝑟 − 𝑖)𝑡2

2

2
ቇ + (1 − 𝜃) ቆ𝑡1 −

(𝑟 − 𝑖)𝑡1
2

2
ቇ቉

          
                              (11)

Holding Cost = CHC . ቎න 𝐼1(𝑡)𝑒−(𝑟−𝑖)𝑡𝑑𝑡

𝑡1

0

 + න 𝐼2(𝑡)𝑒−(𝑟−𝑖)𝑡𝑑𝑡 + න 𝐼3(𝑡)𝑒−(𝑟−𝑖)𝑡𝑑𝑡

𝑇

𝑡2

𝑡2

𝑡1

቏ 

    

= CHC .

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

𝐴𝑚 α(η − 1)

sβ ቆ
𝜃𝑡2

2

2
−

(𝑟 − 𝑖)𝑡1
3

3
−

𝜃(𝑟 − 𝑖)𝑡2
3

3
+

𝜃(𝑟 − 𝑖)𝑡1
3

3
ቇ

+
𝐴𝑚 α(η − 1)(1 − θ)

sβ ቆ𝑡1𝑡2 −
𝑡1

2

2
+

(𝑟 − 𝑖)𝑡1
3

2
−

(𝑟 − 𝑖)𝑡1𝑡2
2

2
ቇ

+ 
𝐴𝑚 α

sβ

⎣
⎢
⎢
⎢
⎡
(T − t2)2

2
+  

γ𝜆൫𝑇𝜆+2 − t2
𝜆+2൯

(𝜆 + 1)(𝜆 + 2)
−

γTt2൫𝑇𝜆 − t2
𝜆 ൯

(𝜆 + 1)
− (𝑟 − 𝑖) ቆ

T3

6
−

Tt2
2

2
+

t2
3

3
ቇ

−
γ(𝑟 − 𝑖)𝑇𝜆+1(𝑇2 − t2

2)

2(𝜆 + 1)
+  

γ(𝑟 − 𝑖)൫𝑇𝜆+3 − t2
𝜆+3൯

(𝜆 + 1)(𝜆 + 3) ⎦
⎥
⎥
⎥
⎤

⎭
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎫

        (12)

iii) Deterioration Cost = CDC ቎ න 𝜃(𝑡). 𝐼3(𝑡)𝑒−(𝑟−𝑖)𝑡𝑑𝑡

𝑇

𝑡2

቏

= CDC ቊ
𝐴𝑚 αγλ

sβ ቈ
𝑇λ+1

λ(λ + 1)
−

𝑇𝑡2
λ

λ
+

𝑡2
λ+1

(λ + 1)
+

(𝑟 − 𝑖)൫𝑇λ+2 − 𝑡2
λ+2൯

λ + 2
−

(𝑟 − 𝑖)𝑇(𝑇λ+1 − 𝑡2
λ+1)

λ + 1
቉ቋ (13)

Setup Cost = SC            (14)

Then, the Total cost per unit time for inventory cycle is,

TC(T) = 
1

𝑇

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ CPC .

𝐴𝑚 αη

sβ ቂ𝜃 ቀ𝑡2 −
(𝑟−𝑖)𝑡2

2

2
ቁ + (1 − 𝜃) ቀ𝑡1 −

(𝑟−𝑖)𝑡1
2

2
ቁቃ

+ CHC .

⎩
⎪
⎪
⎨

⎪
⎪
⎧

𝐴𝑚 α(η−1)

sβ ቀ
𝜃𝑡 2

2

2
−

(𝑟−𝑖)𝑡1
3

3
−

𝜃(𝑟−𝑖)𝑡2
3

3
+

𝜃(𝑟−𝑖)𝑡1
3

3
ቁ

+
𝐴𝑚 α(η−1)(1−θ)

sβ ቀ𝑡1𝑡2 −
𝑡1

2

2
+

(𝑟−𝑖)𝑡1
3

2
−

(𝑟−𝑖)𝑡1𝑡2
2

2
ቁ

+ 
𝐴𝑚 α

sβ ൦

(T −t2)2

2
+ 

γ𝜆൫𝑇𝜆 +2−t2
𝜆+2൯

(𝜆+1)(𝜆+2)
−

γTt 2൫𝑇𝜆 −t2
𝜆 ൯

(𝜆+1)
− (𝑟 − 𝑖) ቀ

T3

6
−

Tt2
2

2
+

t2
3

3
ቁ

−
γ(𝑟−𝑖)𝑇𝜆+1൫𝑇2−t2

2൯

2(𝜆+1)
+  

γ(𝑟−𝑖)൫𝑇𝜆+3−t2
𝜆+3൯

(𝜆+1)(𝜆+3)

൪

⎭
⎪
⎪
⎬

⎪
⎪
⎫

+ CDC ൜
𝐴𝑚 αγλ

sβ ൤
𝑇λ+1

λ(λ+1)
−

𝑇𝑡2
λ

λ
+

𝑡2
λ+1

(λ+1)
+

(𝑟−𝑖)൫𝑇λ+2−𝑡2
λ+2൯

λ+2
−

(𝑟−𝑖)𝑇(𝑇λ+1−𝑡2
λ+1)

λ+1
൨ൠ + 𝑆𝐶

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

  (15)

Let t
1
=c

1
 T, t

2
=c

2
T such that, 0 < c

1
, c

2
< 1 and T > t

2
> t

1
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TC(T) = 
1

𝑇

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ CPC .

𝐴𝑚 αη

sβ ቂ𝜃 ቀ𝑡2 −
(𝑟−𝑖)(𝑐2

2T2)

2
ቁ + (1 − 𝜃) ቀ𝑡1 −

(𝑟−𝑖)൫c1
2T2൯

2
ቁቃ

+ CHC .

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

𝐴𝑚 α(η−1)

sβ ቀ
𝜃(𝑐2

2T2)

2
−

(𝑟−𝑖)(𝑐1
3T3)

3
−

𝜃(𝑟−𝑖)(𝑐2
3T3)

3
+

𝜃(𝑟−𝑖)൫c1
3T3൯

3
ቁ

+
𝐴𝑚 α(η−1)(1−θ)

sβ ቀc1c2T2 −
൫c1

2T2൯

2
+

(𝑟−𝑖)൫c1
3T3൯

2
−

(𝑟−𝑖)c1T൫c2
2T2൯

2
ቁ

+ 
𝐴𝑚 α

sβ

⎣
⎢
⎢
⎢
⎢
⎡(T −c2T)2

2
+  

γ𝜆ቀ𝑇𝜆+2−൫c2
λ+1Tλ+1൯ቁ

(𝜆+1)(𝜆+2)
−

γc2𝑇2ቀ𝑇𝜆 −൫c2
λ Tλ൯ቁ

(𝜆+1)

−(𝑟 − 𝑖) ቀ
T3

6
−

T൫c2
2T2൯

2
+

൫c2
3T3൯

3
ቁ

−
γ(𝑟−𝑖)𝑇𝜆+1ቀ𝑇2−൫c2

2T2൯ቁ

2(𝜆+1)
+ 

γ(𝑟−𝑖)ቀ𝑇𝜆 +3−൫c2
λ+3Tλ+3൯ቁ

(𝜆+1)(𝜆+3) ⎦
⎥
⎥
⎥
⎥
⎤

⎭
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎫

+ CDC ൞
𝐴𝑚 αγλ

sβ ൦

𝑇λ+1

λ(λ+1)
−

𝑇൫c2
λ Tλ൯

λ
+

൫c2
λ+1Tλ+1൯

(λ+1)

+
(𝑟−𝑖)ቀ𝑇λ+2−൫c2

λ+2Tλ+2൯ቁ

λ+2
−

(𝑟−𝑖)𝑇(𝑇λ+1−൫c2
λ+1Tλ+1൯)

λ+1

൪ൢ + 𝑆𝐶

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 
                              (16)

By minimizing the total cost TC(T), the following differential equation can be solved to determine the optimum

value of T, 𝑑𝑇𝐶(𝑇)

𝑑𝑇
= 0  satisfying the condition, 𝑑

2𝑇𝐶(𝑇)

𝑑𝑇2
> 0 

Fuzzy Model

Due to uncertainty in the market, all parameters cannot be defined precisely, hence considering

𝐶ሚ𝑃𝐶  =(C
PC1

, C
PC2

, C
PC3

, C
PC4

, C
PC5

, C
PC6

), 𝐶ሚ𝐻𝐶  =(C
HC1

, C
HC2

, C
HC3

, C
HC4

, C
HC5

, C
HC6

),

𝑆𝐶෪  =(SC
1
, SC

2
, SC

3
, SC

4
, SC

5
, SC

6
), 𝐶ሚ𝐷𝐶  =(C

DC1
, C

DC2
, C

DC3
, C

DC4
, C

DC5
, C

DC6
 are Hexagonal fuzzy numbers.

In a fuzzy sense, the total cost of the model per unit of time is given by,

TC෪  (T) =  
1

𝑇

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ C෨ PC .

𝐴𝑚 αη

sβ ቈ𝜃 ቆ𝑡2 −
(𝑟 − 𝑖)(𝑐2

2T2)

2
ቇ + (1 − 𝜃) ቆ𝑡1 −

(𝑟 − 𝑖)(c1
2T2)

2
ቇ቉

+ C෨ HC

⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧

𝐴𝑚 α(η − 1)

sβ ቆ
𝜃(𝑐2

2T2)

2
−

(𝑟 − 𝑖)(𝑐1
3T3)

3
−

𝜃(𝑟 − 𝑖)(𝑐2
3T3)

3
+

𝜃(𝑟 − 𝑖)(c1
3T3)

3
ቇ

+
𝐴𝑚 α(η − 1)(1 − θ)

sβ ቆc1c2T2 −
(c1

2T2)

2
+

(𝑟 − 𝑖)(c1
3T3)

2
−

(𝑟 − 𝑖)c1T(c2
2T2)

2
ቇ

+ 
𝐴𝑚 α

sβ

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡(T − c2T)2

2
+ 

γ𝜆 ቀ𝑇𝜆+2 − ൫c2
λ+1Tλ+1൯ቁ

(𝜆 + 1)(𝜆 + 2)
−

γc2𝑇2 ቀ𝑇𝜆 − ൫c2
λTλ൯ቁ

(𝜆 + 1)

−(𝑟 − 𝑖) ቆ
T3

6
−

T(c2
2T2)

2
+

(c2
3T3)

3
ቇ

−
γ(𝑟 − 𝑖)𝑇𝜆+1൫𝑇2 − (c2

2T2)൯

2(𝜆 + 1)
+  

γ(𝑟 − 𝑖) ቀ𝑇𝜆+3 − ൫c2
λ+3Tλ+3൯ቁ

(𝜆 + 1)(𝜆 + 3) ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

⎭
⎪
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎫

+ C෨DC

⎩
⎪
⎨

⎪
⎧

𝐴𝑚 αγλ

sβ

⎣
⎢
⎢
⎢
⎡

𝑇λ+1

λ(λ + 1)
−

𝑇൫c2
λTλ൯

λ
+

൫c2
λ+1Tλ+1൯

(λ + 1)

+
(𝑟 − 𝑖) ቀ𝑇λ+2 − ൫c2

λ+2Tλ+2൯ቁ

λ + 2
−

(𝑟 − 𝑖)𝑇(𝑇λ+1 − ൫c2
λ+1Tλ+1൯)

λ + 1 ⎦
⎥
⎥
⎥
⎤

⎭
⎪
⎬

⎪
⎫

+ SC෪

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

                       (17)

Let TC෪
i(T)  be the corresponding total cost obtained by replacing SC෪

i, C෨HCi , C෨DCi , C෨PCi in equation (17) for i=1,
2, 3, 4, 5, 6. Using graded mean representation to defuzzify the fuzzy total cost  TC෪ (T) 
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We get,

TC෪(T) =
1

12
[TC෪

1(T) + 2TC෪
2(T) + 3TC෪

3(T) + 3TC෪
4(T) + 2TC෪

5(T) + TC෪
6(T)] 

By minimizing the total cost TC෪ (T) , the following differential equation can be solved to determine the optimum
value of T.

𝑑TC෪(T)

𝑑𝑇
= 0  satisfying the condition, 𝑑

2TC෪(T)

𝑑𝑇2
> 0 

5 Numerical Examples

5.1 Crisp Model

Consider following parametric values.

C
PC 

= < 10/unit, C
DC

 = < 12/unit,

C
HC

 = < 3/unit, SC = < 600/order,

 = 40000,  =2.5, s = 20, m = 0.4,

A = 150,  = 0.01, = 1, b = 1.1,  = 4,

c
1
 = 0.2, c

2
 = 0.3, r = 0.5, i = 1.2

The solution of crisp model is,

T = 0.906073, TC(T) = 3207.06,

t
1
 = 0.1812, t

2
 = 0.2718.

5.2 Fuzzy Model

 = 40000,   =2.5, s = 20, m = 0.4,

A = 150,  = 0.01,  = 1, b = 1.1, ? = 4,

c
1
 = 0.2, c2 = 0.3, r = 0.5, i = 1.2,

𝐶ሚ𝑃𝐶   = (7, 8, 9, 11, 12, 13),

𝐶ሚ𝐻𝐶   = (1, 2, 3, 4, 5, 6),

𝐶ሚ𝐷𝐶   = (9, 10, 11, 13, 14, 15),

𝑆𝐶෪   = (300, 400, 500, 600, 700, 800),

The solution of fuzzy model is given by,

T = 0.843407, TC෪ (T)  = 3194.15,

t
1
 = 0.1687, t

2 
= 0.2530.

Graphic comparisons are available between the two
models' outcomes. Figure 2 shows a comparison

between the Time parameters, Figure 3 demonstrates
a comparison between the ideal total cost values.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

t1 t2 T

Crisp Model Fuzzy Model

Fig. 2 Comparison of Time parameters

3207.06

3194.15

3185

3190

3195

3200

3205

3210

Total Cost

Crisp Model Fuzzy Model

Fig. 3 Comparison of Total cost

Figure 2 illustrates that the crisp model has longer
production times (t1 and t2) and optimal inventory cycle
times (T) than the fuzzy model. Figure 3 shows that
the overall cost for the fuzzy model is lower than the
crisp model. As a result, the fuzzy model is
advantageous since it lowers costs as order volume
rises, increasing profit.
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6 Sensitivity Analysis

Considering the above numerical example of the fuzzy model for sensitivity analysis to examine the impact of
changing various inventory model parameters.

Table 1. Sensitivity analysis for various parameters

  T TC t1 t2 

A 

110 0.8828 2895.81 0.1766 0.2648 

130 0.8614 3052.35 0.1723 0.2584 

150 0.8434 3194.15 0.1687 0.2530 

170 0.8278 3324.35 0.1656 0.2483 

190 0.8142 3445.12 0.1628 0.2443 

  T TC t1 t2 

CPC 

8 0.8616 2745.03 0.1723 0.2585 

9 0.8424 2969.70 0.1705 0.2557 

10 0.8434 3194.15 0.1687 0.2530 

11 0.8346 3418.42 0.1669 0.2504 

12 0.8259 3642.49 0.1652 0.2478 

  T TC t1 t2 

CDC 

10 0.8439 3193.25 0.1688 0.2532 

11 0.8437 3193.70 0.1687 0.2531 

12 0.8434 3194.15 0.1687 0.2530 

13 0.8431 3194.61 0.1686 0.2529 

14 0.8429 3195.06 0.1686 0.2529 

  T TC t1 t2 

CHC 

1 1.1164 2937.8 0.2233 0.3349 

2 0.9672 3054.87 0.1934 0.2902 

3 0.8774 3150.99 0.1755 0.2632 

4 0.8141 3234.86 0.1628 0.2442 

5 0.7657 3310.37 0.1531 0.2297 

SC 

400 0.7480 3005.86 0.1496 0.2244 

500 0.8140 3133.83 0.1628 0.2442 

600 0.8709 3252.48 0.1742 0.2613 

700 0.9212 3364.05 0.1842 0.2764 

800 0.9664 3469.98 0.1933 0.2899 

α 

20000 1.0806 1881.37 0.2161 0.3242 

30000 0.9368 2549.95 0.1874 0.2810 

40000 0.8434 3194.15 0.1687 0.2530 

50000 0.7757 3822.94 0.1551 0.2327 

60000 0.7233 4440.83 0.1447 0.2170 

β 

2.3 0.6707 5221.32 0.1341 0.2012 

2.4 0.7535 4069.45 0.1507 0.2261 

2.5 0.8434 3194.15 0.1687 0.2530 

2.6 0.9408 2526.73 0.1882 0.2822 

2.7 1.0460 2015.82 0.2092 0.3138 

As shown in Table 1, the data can be interpreted as,

1. An increase in advertisment cost A, increases the
total average cost TC (T) but decreses production
time (t

1
and t

2
) and optimum inventory cycle time (T).

2. With the increase in the production cost (C
PC

), it
is observed that, optimum inventory cycle time

(T), production time (t
1
and t

2
) decreses, but the

total average cost TC (T) increases.

3. An increase in deteriorating cost  (C
DC

) increases
the total average cost TC (T) but decreses
production time (t

1
and t

2
) and optimum inventory

cycle time (T).
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4. With the increase in the holding cost (C
HC

), it is
observed that, optimum inventory cycle time (T),
production time (t

1
and t

2
) decreses, but the total

average cost TC (T) increases.

5. An increase in the set-up cost (SC), increases
optimum inventory cycle time (T), production time
(t

1
and t

2
), also the total average cost TC(T) increases.

6. An increase in  increases the total average cost
TC (T) but decreses production time (t

1
 and t

2
)

and optimum inventory cycle time (T).

7. With increase in the value of , the total average
cost TC(T) decreses but optimum inventory cycle
time (T), production time t

1
and t

2
 increses..

7 Conclusion

In the developed fuzzy production inventor model,
demand is a function of advertisement and selling price
under the effect of inflation and time value of the money,
and the production rate is proportional to the demand
rate. Inventory level increases with two production
rates at two stages of inventory cycle. As the
production ceases, the inventory level diminishes due
to demand deterioration rate, which is following two
parameter Weibull  distribution. Production is started
again instantly as the inventory level reaches zero.
Shortages are not considered in this model.

For the crisp model and fuzzy model, optimum
total average cost, total inventory cycle time(T) and
production time (t1 and t2) are obtained. Fuzzy model
is built using the hexagonal fuzzy numbers for certain
parameters of the models and graded mean integration
method is used for defuzzification. Shortages are not
allowed. Both models, crisp model and fuzzy model,
are compared. It can be observed that, for the fuzzy
model, the optimum solution is much better than the
optimum solution of crisp model.

In future aspect, one can develop this chapter by
adding shortages with fully backlogging or with partial
backlogging.
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Abstract : In this paper, we present a generalised Index Calculus Algorithm for computing twin discrete
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1. Introduction

The discrete logarithm problem DLP of the form

𝛼 ≡  𝛽𝑦 (𝑚𝑜𝑑 𝑚) is very intractable problem in
number theory, group theory and cryptography. As
more calculations are done nowadays, and most
scholars have started focusing on algorithmic
challenges, the status of DLP began to rise in the
twentieth century. DLP was invented in the 1950s and
played an important role in cryptography and number
theory at the time. Later, concepts of public key
cryptography techniques emerged and were
demonstrated on rotor machines utilising a
cryptosystem based on shift-register sequences and
DLP. The usage of DLP is important in shift-register
sequences to locate the position of a block.

The US Digital Signature Algorithm is largely
regarded as reliable because it is based on DLP rather
than an integer factorization problem. It should be
emphasised that DLP is more difficult to use for
encryption than the integer factorization problem.
Furthermore, it aids in the enforcement of export
control regulations even when using a powerful
encryption technique without degrading less stringently
controlled digital signature systems. Although DLP and
integer factorization problem are similar in that many
techniques created for single issue can be adjusted to
apply to the other issue, it has been discovered that
DLP performs more effectively in some circumstances
than Integer factorization problem. It is better to have
more diversity, especially in terms of security. It should

be mentioned that numerous attempts have been made
to design public key cryptography schemes using other
concepts, such as pairing, lattices and polynomials,
among others, which serve as the fundamental building
blocks for the creation of cryptographic schemes.

Even in the topic of DLP complexity analysis,
there have been various general assessments [1, 2, 3,
14], as well as more previous work on particular
subfields. As a result, in this study, we will simply provide
links to the most recent outcomes and share some high-
level observations about the DLP’s current position
and potential future. Cheon [13] offered some auxiliary
inputs for the discrete logarithm issue, which he then
generalised in [17]. Meshram et al. [4, 5] demonstrated
the application of DLP in the design of identity-based
cryptographic schemes and GDLP in the design of
identity-based cryptographic schemes and
authentication methods in [6, 7, 8, 9, 10, 11].

Our contribution: As previously stated, the DLP plays
a significant role in strengthen the security of
cryptographic schemes. To improve the security of
cryptographic schemes, we offer new DLP concepts
such as Twin Discrete Logarithm Problem (TDLP),
which works even when G is not a cyclic group, and
we explore the difficulty of TDLP. We also suggested
some changes to the Index Calculus Algorithm for
computing TDLP. Furthermore, this TDLP is quite
useful in addressing several issues in number theory,
group theory, and so on, and it may be useful in wireless
communication and adhoc networking.



34

National Conference on Applied Mathematics and Statistics (NCAMS-2023)ISBN : 978-93-92417-27-6

Organization: The remaining sections are organised
as follows: The TDLP is suggested in Section 2.
Review of Index Calculus Algorithm based on the DLP
was covered in Section 3. Section 4 establishes the
principal result for TDLP complexity. Generalized
Index Calculus Algorithm for computing TDLP is
proposed in Section 5. Analysis the Generalized Index
Calculus Algorithm proposed for computing TDLP is
explained in Section 6. In section 7 we discussed some
applications of TDLP for designing secure
cryptographic scheme. Finally, we give a conclusion
in Section 8.

2. Proposed TDLP

In this section, we cover the different types of
DLP that have been proposed and discussed in the
literature, including the TDLP. The domain of the other
is the group of points on an elliptic curve over a finite
field [16, 17] or the group of points on a hyper elliptic
curve [18] over a finite field. Recently, the DLP has
been divided into two types, one of which is a
multiplicative group in a finite field, such as cyclic
multiplicative group of the prime field. In the current
study, we have expanded the idea of DLP to TDLP by
employing cyclic multiplicative groups.

• DLP : Given a cyclic group G of order m , a primitive
root  of the group element , the problem is to find an
integer y such that 𝛼 ≡  𝛽𝑦 (𝑚𝑜𝑑 𝑚) with

0 ≤ 𝑦 ≤ 𝑚 − 1,  this problem is called Discrete
Logarithm Problem. In case if variable  is not the
primitive root of cyclic group, the problem reduces to
find a minimum integer, which satisfies
𝛼 ≡  𝛽𝑦 (𝑚𝑜𝑑 𝑚) .

It is fairly simple to calculate DLP using the
exhaustive technique if  is a small number. However,
the exhaustive technique cannot be used to compute
DLP if  is a sufficiently large number. Now that the
multiplicative group is defined over a finite field, we
propose the TDLP. The formal definition is as follows:

• TDLP: Given a cyclic group G (it is not necessary
that G be a cyclic group) of order (m - 1), two elements
and  of the group G, there exist element G, the
problem is to find integers y and z satisfying the

condition 𝜎 ≡  𝛽𝑦 𝛾𝑧(𝑚𝑜𝑑 𝑚) with 1 ≤ 𝑦𝑧 ≤ 𝑚 − 1,  s.t.

𝛽 ≠ 𝛾𝑖   and 𝑦 ≠ 𝑧𝑖   then this is called TDLP. If
variables  and are not the primitive roots of cyclic

group G, the problem reduces to find minimum integers

y and z satisfying 𝜎 ≡  𝛽𝑦 𝛾𝑧(𝑚𝑜𝑑 𝑚).

Compared to solving a problem with a single
exponent of DLP, solving a problem with a double
exponent of DLP is more challenging for obvious
reasons. A more complicated formulation would be
more useful in cryptography and network security.

3. Review of Index Calculus Algorithm

The Index Calculus Algorithm [15, 16] for
computing DLP as a single exponent is covered in this
section.

Given a generator  of a multiplicative cyclic

group 𝑍𝑛
∗   of order  and 𝑍𝑛

∗   , the goal is to calculate

the DLP, i.e. 𝑦 = 𝑙𝑜𝑔𝛽 𝛼 (𝑚𝑜𝑑 𝑚). The algorithm is

as follows:

Pre-computation stage

1. Choose a factor base (a set of small primes that
will be the primes considered during the algorithm):

𝐴 = 𝑘1𝑘2𝑘3 … 𝑘𝑡   of G such that a significant

fraction of all elements in  may be written
effectively as a product of elements from A.

2. Collect linear relations involving the logarithms of
A’s constituents.

2.1 Choose a random number  𝑤, 0 ≤ 𝑤 ≤ 𝑚 − 1 
and calculate.

2.2 Try to write 𝛽𝑤  as a product of elements in

𝐴: 𝛽𝑤 = ෑ 𝑘𝑖
𝑒𝑖

𝑡

𝑖=1
, 𝑒𝑖 ≥ 0. 

If so, take the logarithm of the equation’s both
sides to get a linear relationship:

𝑤 ≡ ෍ 𝑒𝑖 𝑙𝑜𝑔𝛽 𝑘𝑖(𝑚𝑜𝑑 𝑚).
𝑡

𝑖=1
 

2.3 Until t + e, where e is a small integer, such as
e = 10, relations of the given form are found,
repeat steps 2.1 and 2.2.

Calculation of DLP stage

3. To determine the values of 𝑙𝑜𝑔𝛽 𝑘𝑖 , 1 ≤ 𝑖 ≤ 𝑡 

solve the linear system of t + e equations (in t
unknowns) gathered in step 2 working modulo.
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4. Calculate y

4.1 Choose a random integer  𝑤, 0 ≤ 𝑤 ≤ 𝑚 − 1 

and compute  𝛼𝛽𝑤  .

4.2 Try to write  𝛼𝛽𝑤   as a product of elements in
A:

 𝛼𝛽𝑤 = ෑ 𝑘𝑖
𝑑𝑖

𝑡

𝑖=1
, 𝑑𝑖 ≥ 0 

𝑥 = ൬෍ 𝑑𝑖 𝑙𝑜𝑔𝛽 𝑘𝑖 − 𝑤
𝑡

𝑖=1
൰ (𝑚𝑜𝑑 𝑚). 

4. The Main Result

In this section, we develop new results for TDLP
using the DLP concept from the standpoint of
complexity.

Theorem 4.1: Let 𝑍𝑛
∗   be multiplicative cyclic group

of order (m - 1) defined over finite field, with two
generators and , then TDLP has a complexity with
two distinct exponents in the form of DLP.

Proof : We prove this theorem: DLP in the

multiplicative group of the finite field  𝑍𝑛
∗   of order by

(m - 1) using mathematical structure. Apply the
definition of DLP, we have

𝛼 ≡  𝛽𝑦 (𝑚𝑜𝑑 𝑚)                                                                    (1)

In Equation (1) take logarithm to the base, we have,

𝑦 ≡ log𝛽 𝛼 (𝑚𝑜𝑑 𝑚)                                         (2)

We now view the mathematical structure of TDLP in

the multiplicative group of the finite field 𝑍𝑛
∗   with order

(m - 1)

𝑏 ≡  𝛽𝑦 𝛾𝑧(𝑚𝑜𝑑 𝑚)                                         (3)

In Equation (3) take logarithm to the base, we have,

𝑙𝑜𝑔𝛽 𝜎 ≡ 𝑙𝑜𝑔𝛽 (𝛽𝑦 𝛾𝑧)(𝑚𝑜𝑑 𝑚) = ൫𝑙𝑜𝑔𝛽 𝛽𝑦 + 𝑙𝑜𝑔𝛽 𝛾 𝑧൯(𝑚𝑜𝑑 𝑚) 

= (𝑦 𝑙𝑜𝑔𝛽 𝛽 + 𝑧 𝑙𝑜𝑔𝛽 𝛾 ) (𝑚𝑜𝑑 𝑚) = (𝑦 +  𝑧 𝑙𝑜𝑔𝛽 𝛾) (𝑚𝑜𝑑 𝑚) 

Now, we calculate 𝑦 ≡ (𝑙𝑜𝑔𝛽  𝜎 − 𝑙𝑜𝑔𝛽 𝛾𝑧)(𝑚𝑜𝑑 𝑚) , i.e.

 𝑦 ≡ 𝑙𝑜𝑔𝛽 ൬
𝜎

𝛾𝑧
൰ (𝑚𝑜𝑑 𝑚) = 𝑙𝑜𝑔𝛽 𝑌(𝑚𝑜𝑑 𝑚) , where  𝑌 =

𝜎

𝛾𝑧

and 𝛾𝑧 ≠ 0  (Because 𝑍𝑛
∗   is multiplicative cyclic

group)   (4)

Again In Equation (3) take logarithm to the base, we
have,

𝑙𝑜𝑔𝛾 𝜎 ≡ 𝑙𝑜𝑔𝛾 (𝛽𝑦 𝛾𝑧)(𝑚𝑜𝑑 𝑚) = ൫𝑙𝑜𝑔𝛾 𝛽𝑦 + 𝑙𝑜𝑔𝛾 𝛾𝑧൯(𝑚𝑜𝑑 𝑚) 

= (𝑦 𝑙𝑜𝑔𝛾 𝛽 + 𝑧 𝑙𝑜𝑔𝛾 𝛾 ) (𝑚𝑜𝑑 𝑚) = ൫𝑦 𝑙𝑜𝑔𝛾 𝛽 + 𝑧൯(𝑚𝑜𝑑 𝑚) 

Now, we calculate 𝑧 ≡ (𝑙𝑜𝑔𝛾 𝜎 − 𝑙𝑜𝑔𝛾 𝛽𝑦 )(𝑚𝑜𝑑 𝑚), i.e.

 𝑧 ≡ 𝑙𝑜𝑔𝛾 ൬
𝜎

𝛽𝑦
൰ (𝑚𝑜𝑑 𝑚) = 𝑙𝑜𝑔𝛾 𝑍(𝑚𝑜𝑑 𝑚), where 𝑍 =

𝜎

𝛽𝑦  

and  𝛽𝑦 ≠ 0  (Because 𝑍𝑛
∗   is multiplicative cyclic

group)              (5)

It should be noted that equations (4) and (5) are
once more DLP instances with different exponents.
As a result, the original TDLP has been resolved in
terms of two DLPs, adding complexity.

5. Generalized Index Calculus Algorithm

In this section, the Index Calculus Algorithm is
enhanced for computing DLP, and we study its
proposed generalised form for computing TDLP and
present it as a theorem.

Theorem 5.1:  Let 𝑍𝑛
∗   be multiplicative cyclic group

of order (m - 1) defined over finite field, with two
generators  and , then in order to get two different
values of y and z for TDLP, from the relation

𝜎 ≡ 𝛽𝑦 𝛾𝑧(𝑚𝑜𝑑 𝑚), it is necessary that 𝛽 ≠ 𝛾𝑖 , 𝑦 ≠ 𝑧𝑖.
Otherwise TDLP will reduce to DLP, i.e.

𝛼 ≡ 𝛽𝑦 (𝑚𝑜𝑑 𝑚) in Index Calculus Algorithm.

Proof: DLP is calculated using the Index-Calculus

Algorithm mentioned in Section 3, i.e. 𝛼 ≡ 𝛽𝑦 (𝑚𝑜𝑑 𝑚) 

in the multiplicative group defined over the nite eld 𝑍𝑛
∗  

with the order (m - 1) accept fair closeness to many of
the best factoring algorithms. The index-calculus
method uses a factor base, which is a set A of the

small primes. Suppose 𝐴 = (𝑘1, 𝑘2, 𝑘3, … … … … , 𝑘𝑡).

The initial step is to nd the logarithms of the primes in
the factor base. The second step is to calculate the
DLP of the desired element , using the property of
the D (bit bigger) of the elements in the DLP’s factor
base.

Let D be a bit large than t : say D = t + 10. By
using the Las-vegas type randomized algorithm [12]
for completing the precipitation step successfully and

computing the desired logarithm for 𝑙𝑜𝑔𝛽 𝛼  .
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 Let choose a random integer 𝑤, (1 ≤  𝑤 ≤  𝑚 −  2) and calculate a

𝜎 ≡ 𝛼𝛽𝑤 (𝑚𝑜𝑑 𝑚)                                                              (6)

By applying the condition of 4.2 of section 3,  we get a congruence of the form

𝛼𝛽𝑤 ≡  𝑘1
𝑒1 . 𝑘2

𝑒2 . 𝑘3
𝑒3 … … … 𝑘𝑡

𝑒𝑡 (𝑚𝑜𝑑 𝑚)    (7)

This implies

𝛼𝛽𝑤 ≡  ෑ 𝑘𝑖
𝑒𝑖 (𝑚𝑜𝑑 𝑚)

𝑡

𝑖=1
, 𝑒𝑖 ≥ 0    (8)

Equation (7) can be written equivalently as

 𝑙𝑜𝑔𝛽 𝛼 + 𝑤 𝑙𝑜𝑔𝛽 𝛽 ≡ ൫𝑒1 𝑙𝑜𝑔𝛽 𝑘1 + 𝑒2 𝑙𝑜𝑔𝛽 𝑘2 + ⋯ + 𝑒𝑡  𝑙𝑜𝑔𝛽 𝑘𝑡൯ 𝑚𝑜𝑑 (𝑚 − 1) 

This implies

  𝑙𝑜𝑔𝛽 𝛼 + 𝑤 𝑙𝑜𝑔𝛽 𝛽 ≡ ൬෍ 𝑒𝑖𝑙𝑜𝑔𝛽 𝑘𝑖

𝑡

𝑖=1
൰  𝑚𝑜𝑑 (𝑚 − 1)

 ⇒ 𝑙𝑜𝑔𝛽 𝛼 + 𝑤 ≡ ൬෍ 𝑒𝑖𝑙𝑜𝑔𝛽 𝑘𝑖

𝑡

𝑖=1
൰  𝑚𝑜𝑑 (𝑚 − 1)    (9)

Since all terms in the equation (9), except  𝑙𝑜𝑔𝛽 𝛼  , it can be easily solved by using algorithm 3 for computing
single exponent of DLP.

 According the Index-Calculus Algorithm to solve TDLP, i.e. 𝜎 ≡ 𝛽𝑦 𝛾𝑧(𝑚𝑜𝑑 𝑚) under the conditions

𝛽 ≠ 𝛾𝑖 , 𝑦 ≠ 𝑧𝑖  in the  multiplicative group defined over  the nite eld  of the order , we take the following three

cases.

Case 1: We compute TDLP as follows after successfully completing the precipitation step (cf. section 3). Choose
a random integer 𝑤, (1 ≤  𝑤 ≤  𝑚 −  2) and compute

𝛽 ≡ 𝜎 (𝛽𝛾)𝑤  (𝑚𝑜𝑑 𝑚)   (10)

where 𝛽 ≠ 𝛾𝑖  . Otherwise it will reduce to DLP..

Applying condition 1 of section 3 the factor base, we get a congruence of the form:

𝜎(𝛽𝛾)𝑤 ≡  𝑘1
𝑑1 . 𝑘2

𝑑2 . 𝑘3
𝑑3 … … … 𝑘𝑡

𝑑𝑡 (𝑚𝑜𝑑 𝑚)    (11)

or

 𝜎(𝛽𝛾)𝑤 ≡ ෑ 𝑘𝑖
𝑑𝑖 (𝑚𝑜𝑑 𝑚)

𝑡

𝑖=1
, 𝑑𝑖 ≥ 0    (12)

In equation (11) take log to the base  on both the side, we obtain

𝑙𝑜𝑔𝛽 𝜎 + 𝑤 𝑙𝑜𝑔𝛽 𝛽 + 𝑤 𝑙𝑜𝑔𝛽 𝛾

≡ ൫𝑑1 𝑙𝑜𝑔𝛽 𝑘1 + 𝑑2 𝑙𝑜𝑔𝛽 𝑘2 + 𝑑3  𝑙𝑜𝑔𝛽 𝑘3 + ⋯ … … . . +𝑑𝑡   𝑙𝑜𝑔𝛽 𝑘𝑡൯ 𝑚𝑜𝑑 (𝑚 − 1) 
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It reduces to

𝑙𝑜𝑔𝛽 𝛼 + 𝑤 𝑙𝑜𝑔𝛽 𝛽 + 𝑤 𝑙𝑜𝑔𝛽 𝛾 ≡ ൬෍ 𝑑𝑖 𝑙𝑜𝑔𝛽 𝑘𝑖

𝑡

𝑖=1
൰  𝑚𝑜𝑑 (𝑚 − 1) 

⇒  𝑙𝑜𝑔𝛽 𝛼 + 𝑤 𝑙𝑜𝑔𝛽 𝛾 ≡ ൬෍ 𝑑𝑖𝑙𝑜𝑔𝛽 𝑘𝑖

𝑡

𝑖=1
− 𝑤൰  𝑚𝑜𝑑 (𝑚 − 1)                   (13)

Since all terms in the aforementioned equation, with the exception of 𝑙𝑜𝑔𝛽 𝛾 and  𝑙𝑜𝑔𝛽 𝜎  , are known, algorithm 3,
which is used to compute a single exponent of DLP, may be used to quickly and easily solve it.

Case 2: In equation (11), take logarithm to the base on both the side, we get

𝑙𝑜𝑔𝛾 𝜎 + 𝑤 𝑙𝑜𝑔𝛾 𝛾 + 𝑤 𝑙𝑜𝑔𝛾 𝛽 ≡ ൫𝑑1 𝑙𝑜𝑔𝛾 𝑘1 + 𝑑2 𝑙𝑜𝑔𝛾 𝑘2 + ⋯ + 𝑑𝑡   𝑙𝑜𝑔𝛾 𝑘𝑡൯ 𝑚𝑜𝑑 (𝑚 − 1)

After Simplifying the equation , we get

 𝑙𝑜𝑔𝛾 𝛼 + 𝑤 𝑙𝑜𝑔𝛾 𝛾 + 𝑤 𝑙𝑜𝑔𝛾 𝛽 ≡ ൬෍ 𝑑𝑖 𝑙𝑜𝑔𝛾 𝑘𝑖

𝑡

𝑖=1
൰  𝑚𝑜𝑑 (𝑚 − 1) 

  ⇒  𝑙𝑜𝑔𝛾 𝜎 + 𝑤  𝑙𝑜𝑔𝛾 𝛽 ≡ ൬෍ 𝑑𝑖 𝑙𝑜𝑔𝛾 𝑘𝑖

𝑡

𝑖=1
− 𝑤൰  𝑚𝑜𝑑 (𝑚 − 1)               (14)

Again, all terms in the aforementioned equation, with the exception of 𝑙𝑜𝑔𝛽 𝛾 and  𝑙𝑜𝑔𝛽 𝜎 , are known, hence it may
be solved by using case 1.

Case 3: In equation (11) , take logarithm to the base  both the side, we have,

 𝑙𝑜𝑔𝜎 𝜎 + 𝑤  𝑙𝑜𝑔𝜎 𝛽 + 𝑤 𝑙𝑜𝑔𝜎 𝛾 ≡ (𝑑1  𝑙𝑜𝑔𝜎 𝑘1 + 𝑑2 𝑙𝑜𝑔𝜎 𝑘2 + ⋯ + 𝑑𝑡   𝑙𝑜𝑔𝜎 𝑘𝑡) 𝑚𝑜𝑑 (𝑚 − 1) 

Which is equivalent to

 𝑙𝑜𝑔𝜎 𝜎 + 𝑤  𝑙𝑜𝑔𝜎 𝛽 + 𝑤 𝑙𝑜𝑔𝜎 𝛾 ≡ ൬෍ 𝑑𝑖𝑙𝑜𝑔𝜎 𝑘𝑖

𝑡

𝑖=1
൰  𝑚𝑜𝑑 (𝑚 − 1)

⇒ 𝑤 𝑙𝑜𝑔𝜎 𝛽 + 𝑤  𝑙𝑜𝑔𝜎 𝛾 ≡ ൬෍ 𝑑𝑖𝑙𝑜𝑔𝜎 𝑘𝑖

𝑡

𝑖=1
− 1൰  𝑚𝑜𝑑 (𝑚 − 1)         (15)

Similarly, we should solve  𝑙𝑜𝑔𝜎 𝛽  and 𝑙𝑜𝑔𝜎 𝛾 .

As we discussed in the above three cases, we express that Index-Calculus Algorithm needs the double

computation to compute TDLP which is more complex as compare to DLP in the finite cyclic group 𝑍𝑛
∗  of the

order (m - 1).

6. Analysis of Generalized Index Calculus Algorithm

      Based on the Index-Calculus Algorithm [15, 16] for computing DLP with a one exponent, we introduce
its generalize for computing TDLP with two distinct exponents in the form of DLP in this section. We can see
clearly from the TDLP that it works well because of the complexity generated by the two exponents, as opposed
to DLP, which only deals with a single exponent. In cryptography, the difficulty of solving fundamental problems
such as DLP, generalized DLP, integer factorization problems, pairing and lattices, and so on determines the
security of a cryptographic scheme.
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   We now look at how TDLP can be used to
create more secure cryptographic schemes. We now
focus our attention one the following main formulation
of TDLP i.e.

𝜎 ≡ 𝛽𝑦 𝛾𝑧(𝑚𝑜𝑑 𝑚)  (16)

We have twin discrete logarithm problem

proposed under the condition 𝛽 ≠ 𝛾𝑖   and 𝑦 ≠ 𝑧𝑖 .

In case 1 stated in the proof of Theorem 2, it
may show that in place of one unknown variable
(involved in DLP), our goal is to find values of two

knowns variable viz. 𝑙𝑜𝑔𝛽 𝛾  and  𝑙𝑜𝑔𝛽 𝜎 . This will

make the cryptographic system more secure in
comparison of DLP.

   Similarly, in case 2, we concluded that, instead
of one unknown variable, we must compute two

different unknowns. 𝑙𝑜𝑔𝛾 𝛽  and  𝑙𝑜𝑔𝛾 𝜎  and it will

work like to case 1. In case 3, Finally, we had two

unknowns: 𝑙𝑜𝑔𝑏 𝛽   and 𝑙𝑜𝑔𝑏 𝛾

It is very interesting to get that a choice of these
six different unknowns can be used to develop any
cryptographic schemes more secure and complex in
comparison to DLP which deal with only one unknown
by using Index-Calculus Algorithm.

2. Applications and Future Scope

In cryptography, group theory, and number theory,
the discrete logarithm problem is a fundamental
problem. It is vital for the security of cryptographic
schemes such as public key cryptosystems, digital
signature schemes, identity-based signature schemes,
identity-based cryptosystems, elliptic curve cryptosystems,
group-oriented encryption, homomorphism-based
cryptosystems, and signature schemes, among others.
The security of any cryptographic scheme is directly
depend upon the difficulty of solving the fundamental
problem used to design the cryptographic scheme. We
show in this study that TDLP has two distinct exponents
that are involved in the form of DLP. More secure
cryptographic schemes, such as public key
cryptosystems, digital signature schemes, identity-based
signature schemes, identity-based cryptosystems, elliptic
curve cryptosystems, group-oriented encryption,
homomorphism-based cryptosystems, and signature
schemes are easily designed.

3. Conclusion

In this paper, we proposed the Generalized Index-
Calculus Algorithm for computing TDLP with two
distinct exponents, as well as an extended version of
DLP known as TDLP. In addition, we demonstrate
that TDLP is more difficult and complicated than DLP.
Theorem 5.1 establishes the modification to the Index-
Calculus Algorithm for computing TDLP. We discussed
the possibility of some cryptographic applications, such
as public key cryptosystems, digital signature schemes,
identity-based signature schemes, identity-based
cryptosystems, elliptic curve cryptosystems, group-
oriented encryption, homomorphism-based
cryptosystems, and signature schemes, among other
things based on TDLP which will improve the security
of all cryptographic schemes. It is important to note
that the application of this new aspect of TDLP has a
compatibility with computers due to its two different
components.
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Abstract: Customer Patronage can be defined as the act of repeated buying by customers. It involves the
purchase of goods and services by a person or business. In recent times, fast food consumption has
become increasingly popular in a developing country like India due to several lifestyle changes and the
introduction of several popular fast food brands. The aim of this research is to find out the important
factors affecting the customer patronage of particular fast food restaurants in urban Maharashtra, namely
McDonald’s, KFC, Burger King, Subway, Domino’s and Pizza Hut. Primary data has been collected for the
research by purposive sampling method using online questionnaire. Descriptive statistics and inference
techniques have been used to analyse the data. Factor analysis has been used to identify important
factors affecting customer patronage to restaurants. Analysis of the data reveals that Service & Atmosphere
and Value for Money are two key factors that should be taken into consideration while running the brick-
and-mortar model of fast food restaurants in order to increase patronage by customers.

Keywords: Customer Patronage, Purposive Sampling, Factor Analysis, Brick-and-Mortar Model

Introduction

India is a country of varied cuisines and tastes. It
is often said that taste and eating habits constantly
change from one state to another. In recent times, fast
food has become increasingly popular among Indian
youth. Home cooked meals are now being replaced
by so called ‘junk food’. From burgers to pizza, such
food is becoming one of the world’s fastest growing
food types. With the influence of western culture and
cuisine and the impetus provided by urbanization and
globalization, there has been a surge in the number of
fast food restaurants popping up in major states and
cities. Cities like Thane, Mumbai and Pune have
become home to several fast food restaurants, from
local ones to major multinational brands like Kentucky
Fried Chicken (KFC) and McDonald’s. These
restaurants serve both vegetarian and non-vegetarian
meals to cater to their customers. Another major reason
people visit fast food restaurants is that there is a
perceived sense of notion that such meals and their
particular taste cannot be replicated at home. From
seasonal menus to quirky themes and concepts to
appease the Indian taste buds, these fast food
restaurants are constantly improvising their strategies
to attract more customers.

Objectives

• To identify the significant factors affecting
customer patronage to fast food restaurants.

• To identify the consumption pattern of customers
visiting fast food restaurants.

• To test the hypotheses regarding the amount spent
by consumers.

Literature Survey

Fast food industry is an ever growing industry.
According to a study by worldwatch.org, India’s fast
food industry is growing by 40 percent per year. With
the liberalization policy that came into effect in the
year 1991, several multinational brands set up restaurants
in India. Kentucky Fried Chicken (KFC), McDonald’s,
Domino’s and Pizza Hut all entered into the Indian
market during the years 1995-1996. As per Anderson
and Sullivan (1993), customer satisfaction leads to an
increased tendency in customers to purchase from a
particular brand. Chitnis (2019) states that the modern
generation does not want to stick to the traditional
stereotypes of cooking food at home, leading to an
increased consumption of fast food. People also prefer a
cozy atmosphere and a modern, urban vibe in such
restaurants. Further, Kara et. al (1995) concluded in their
study that variety, price and location are the important
factors that young customers look out for in American
restaurants. Food quality and menu variety also affect
customer patronage. Since a major part of the Indian
market includes vegetarian consumers, restaurants
have to make sure to include appropriate food items
that also do not hurt the religious sentiments of patrons.
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Methodology

The study was conducted based on 6 popular fast
food chain of restaurants viz. McDonald’s, KFC,
Burger King, Subway, Domino’s and Pizza Hut. Since
the study is a part of an exploratory data analysis
(EDA), a sample size of 100 respondents was selected
using purposive sampling method keeping in mind that
the respondents had clear knowledge about the
questions asked. A questionnaire was prepared which
consisted of two parts: Demographics and Patronage
Behaviour. A 5 point likert summative scale ( Strong
Disagree:1, Disagree:2, Indifferent:3, Agree:4, Strongly
Agree:5) was used to collect Patronage data. Data
was collected from residents of urban Maharashtrian
cities like Mumbai, Thane and Pune who have access
to fast food restaurants in their vicinity. Descriptive
statistics and inference methods such as Fisher’s Exact
test were used to analyze the data. Factor analysis
was performed to identify important factors. Analysis
was carried out on R Studio Version 3.6.3.

Analysis and Results

The following variables were measured on the 5
point likert scale:

• Food Taste and Quality

• Menu Variety

• Quick and Prompt Service

• Ambience, Décor and Environment

• Restaurant Popularity

• Affordability

• Discounts/Offers

• Location and Accessibility

• Privacy

The mean score for each of the above variables
is tabulated below:

Variable                            N   Mean

Food Taste and Quality 100 3.810345

Menu Variety 100 3.801724

Quick and Prompt Service 100 3.594828

Ambience, Décor and 100 3.62069
 Environment

Restaurant Popularity 100 3.836207

Affordability 100 3.75

Discounts/Offers 100 3.362069

Location and Accessibility 100 3.931034

Privacy 100 3.103448

We observe that Location and Accessibility,
Restaurant Popularity and Food Taste and Quality
have the highest mean scores. This suggests that the
above 3 factors affect customer patronage based on
descriptive statistics.

The frequency and percentage tables and
corresponding chart for the customer demographic data
collected are as follows:

Age of Respondents

The mean age of respondents was found to be
21.54 years.

Gender of Respondents

                          Frequency  Percent

Female Male Total 39 39.0

61 61.0

100 100.0

Educational Qualification of  Respondents:

                                      Frequency Percent

10th 10 10.0

12th 14 14.0

Diploma or Certificate 1 1.0

Graduate 57 57.0

Post Graduate 18 18.0

Total 100 100.0

Occupation of Respondents

                          Frequency Percent

Other 3 3.0

Private Sector 11 11.0

Public Sector 1 1.0

Self Employed 5 5.0

Student 80 80.0

Total 100 100.0
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Economic Status of Respondents

                          Frequency  Percent

Above 13 13.0

Average Affluent 1 1.0

Average Below 78 78.0

Average 5 5.0

Poor 3 3.0

Total 100 100.0

Preferred Fast Food Restaurant

                          Frequency Percent

Burger King 9 9.0

Domino’s 21 21.0

KFC 10 10.0

McDonald’s 33 33.0

Other 23 23.0

Pizza Hut 1 1.0

Subway 3 3.0

Total 100 100.0

McDonald’s (33%) is found to be the most
preferred brand of consumers, followed by Domino’s
(21%). McDonald’s and Domino’s are famous for their
collection of burgers and pizza, which indicates that
these two fast foods are popular among consumers.
23% of the respondents chose ‘Other’ as an option,
which indicates that their preferred restaurant is
different than the 6 restaurants mentioned.

Frequency of Visit

                          Frequency Percent

Often 24 24.0

Rarely 34 34.0

Regularly 5 5.0

Seldom 22 22.0

Very Rarely 15 15.0

Total 100 100.0

Preferred Mode of Payment

                           Frequency  Percent

Card Payment 9 9.0

Cash Payment 41 41.0

Net Banking 3 3.0

UPI 47 47.0

Total 100 100.0

With the introduction of UPI technology for
payment, which is both fast and convenient, it has
become a popular mode of payment among consumers.
However, cash payment also remains popular among
consumers.

Preferred Time of Visit

                           Frequency Percent

Afternoon 21 1.0

Evening 60 60.0

Morning 1 1.0

Night 18 18.0

Total 100 100.0

Most consumers prefer to visit fast food
restaurants in the evening. This may be attributed to
the fact that people go to eat out after completing their
daily work routine.

Reasons for Eating Out

                             Frequency   Percent

Eating out with Family 10 10.0

Eating out with Friends 44 44.0

No Specific Reason 19 19.0

Special Occasions and 21 21.0
  Celebration

Work or Study Related 6 6.0

Total 100 100.0

Eating out with friends is found to be the most
common reason to visit fast food restaurants while
work or study related reasons are least observed.



43

ISBN : 978-93-92417-27-6National Conference on Applied Mathematics and Statistics (NCAMS-2023)

Average Time Spent at a Fast Food Restaurant:

                           Frequency   Percent

15 to 30 mins 28 28.0

30 to 45 mins 36 36.0

45 to 60 mins 20 20.0

Less than 15 mins 6 6.0

More than 60 mins 10 10.0

Total 100 100.0

Amount Spent Per Visit

                          Frequency Percent

1000-1500 7 7.0

1500-2000 4 4.0

500-1000 25 25.0

Less than 500 62 62.0

More than 2000 2 2.0

Total 100 100.0

Fig.1. Distribution of average amount spent by
customers per visit to a fast food restaurant in urban
Maharashtra.

It is observed that the majority of consumers
spend less than Rs.500 per visit. India is a developing
country. Even though there has been increase in
consumption of fast food, the purchasing power of
consumers has seen little increase over the years. This
fact is confirmed from the data collected.

We test the following hypothesis using Fisher’s
Exact test:

H
01

: Gender of Respondent and Amount Spent are
independent.

H
11

: Gender of Respondent and Amount Spent are not
independent.

Fisher’s Exact Test for Count Data

data:  Gender*Amount

p-value = 0.006061

alternative hypothesis: two.sided

Since, p-value < 0.05, we reject the null hypothesis
H

0
. Thus, we can conclude from the data collected,

that gender of respondent and amount spent are
dependent on each other.

H
02

: Economic Status and Amount Spent are
independent.

H
12

: Economic Status and Amount Spent are not
independent.

Fisher’s Exact Test for Count Data

data:  Economic Status*Amount

p-value = 0.5112

alternative hypothesis: two.sided

Since, p-value > 0.05, we do not reject the null
hypothesis H

0
. Thus, we can conclude from the data

collected, that economic status and amount spent are
independent of each other.

H
03

: Occupation of Respondent and Amount Spent are
independent.

H
13

: Occupation of Respondent and Amount Spent are
not independent.

Fisher’s Exact Test for Count Data

data:  Occupation*Amount

p-value = 0.002486

alternative hypothesis: two.sided

Since, p-value < 0.05, we reject the null hypothesis
H

0
. Thus, we can conclude from the data collected,

that occupation of respondent and amount spent are
dependent of each other.

We perform factor analysis to extract the significant
factors from the data.
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 Kaiser-Meyer-Olkin factor adequacy

 Overall MSA =  0.84

 MSA for each item =

 Food Taste and Quality.             Menu.Variety

           0.87                                     0.84

 Quick and Prompt Service Ambience.. Decor. and.
                                                   Environment

          0.89                                        0.79

 Restaurant. Popularity                   Affordability

           0.82                                       0.83

 Discounts Offers Location and Accessibility

                           0.78                        0.90

                        Privacy

                          0.78

  $chisq

  273.1627

  $p.value

  3.099426e-38

  $df

  36

KMO>0.5 indicates that the data is appropriate for
factor analysis. The p-value for Bartlett test is very
small, suggesting that correlation matrix is different
from identity matrix. We obtain the number of factors
to extract using eigenvalue criterion and scree plot.

Fig.2. Scree plot of eigenvalues vs factor component
number based on collected data.

From above scree plot, using principal component
method, we can extract two significant factors. These
two significant factors can be labeled as ‘Service &

Atmosphere’ and ‘Value for Money’ based on
factor loadings tabulated below.

Factor Loadings

                                     Value for    Service &
                            Money    Atmosphere

Food Taste and Quality 0.77 0.13

Menu Variety 0.62 0.25

Quick and Prompt 0.47 0.57
 Service

Ambience, Décor and 0.18 0.84
 Environment

Restaurant Popularity 0.45 0.61

Affordability 0.76 0.14

Discounts/Offers 0.47 0.28

Location and 0.70 0.26
 Accessibility

Privacy 0.12 0.78

Since, it is observed from the data that consumers
eat less often in fast food restaurants and spend less
money per visit, the customer expects to get totally
satisfied with his/her meal at the restaurant in the
amount he pays and hence, ‘Value for Money’
becomes an important criterion for urban
Maharashtrian diners while choosing a particular fast
food restaurant. Similarly, the customer also wishes to
receive proper service and have a pleasant experience
and hence ‘Service and Atmosphere’ plays a key
role for such consumers.

Conclusion

From the study, we have derived the following results:

• Factor analysis indicate that Value for Money
and Service & Atmosphere are the two key
factors customers take into account while
choosing a particular fast food outlet to dine at.
As customers tend to cautiously spend their
money while dining out, they expect to get their
money’s worth when visiting a restaurant. Hence,
it is advisable to fast food restaurants in urban
Maharashtra to take these factors into
consideration in order to increase their revenue.

• Descriptive statistics suggest that Location and
Accessibility, Restaurant Popularity and Food
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Taste and Quality affect customer’s decision to
visit a particular fast food restaurant.

• Gender and Occupation influence the average
amount spent by a customer at a fast food
restaurant.

• Customers prefer eating out with their friends,
usually in the evenings. McDonald’s is observed
to be the most preferred fast food brand among
young consumers, which may imply that burgers
are the most popular food item among these
consumers.
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Abstract : Caffeine has been gaining popularity gradually over the years among college/university students.
It is widely known for its stimulant properties which is beneficial to students in the short-term.

Aim : To study and analyse effect of caffeine consumption among college students in the short-term.

Methods : A random sample of 234 students was calculated using the sample size formula given by
Cochran with proportion 0.813 cited in previously studied Research Paper on Study of Caffeine Consumption
Patterns and Dependence among Management and Science University Students (7).

The data was collected through online questionnaire sent among college students ranging from Junior
College to Post graduation students.

Findings: Out of 234 students, 197 (84.2%) of the respondents consumed caffeine whereas 37 (15.8%) did
not consume caffeine. Of which, 53% consume caffeine as it gives them an energy boost whereas 48.2%
consume caffeine as it relaxes them.

Keywords : Caffeine, Consumption, effect, Cochran.

1. Introduction

Caffeine is the most ubiquitous stimulants used
worldwide. It is a naturally occurring substance of plant
origin. According to a study published by the National
Library of Medicine, 92% of college students consume
caffeine in the form of coffee. The average caffeine
intake per day is approximately 128.8mg in Korea and
between 210 and 238 mg for Americans through
various types of food including caffeinated beverages
(2). Additionally 89% of adults in the U.S drinks
caffeinated beverages, of which 64% drinks coffee,
18% drinks soft drinks and 16% drinks tea and the
same pattern is followed with Koreans (3).

The survey on effect of Caffeine consumption
on the health of college students were done among
Northern Indiana which reported that “I drink
caffeinated beverages because I like the taste”
received the highest agreement. It was also observed
that even though college students are aware about the
consequences of negative impact of caffeine still they
consumed as they are addicted to it (4).

Coffee consumption amounted to 1,21,060
kilogram bags across India during financial year 2022,
according to Statistical Research Department. Caffeine
present in various drinks and substances such as coffee,

green tea, energy drinks etc, is used by people all over
the world for a plethora of purposes, the most abundant
being “wanting to feel awake”. It is not lesser-known
knowledge that short term effects of caffeine are
beneficial to its consumers such as increased heart
rate, increased alertness, increased physical energy
etc. Due to its addictive nature and useful effects on
such short notice, caffeine has proved itself to be the
go-to stimulant for teenagers and students. Caffeine
consumption is prevalent among college students as
they feel that it boosts their energy. It relaxes to their
bodies and rejuvenates their minds. (5). It is also
observed that smoking influences the consumption of
caffeinated beverages (6). It is nowadays observed
that many products mention the presence of caffeine
in their products. Nowadays, caffeinated products have
labels consisting of its advantages and disadvantages.
Even though the impact of caffeine on health is widely
known, very few studies described the reasons behind
the over-use of caffeine, thus it is necessary to
understand the reasons behind consuming caffeinated
products. Consuming caffeine without understanding
its pros and cons creates dangerous situations
especially among college students. The purpose of this
study was first, to understand the short-term and long-
term effects of caffeine consumption on academics.
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Second, to know about the development of habit
towards consuming caffeine. Third, to understand the
effect of caffeine on the health of students.

2. Materials and Methods

2.1 Participants

A survey was administered among college
students from Mumbai. A sample of 234 was collected
among these colleges using Simple Random Sampling
Techniques. The sample size was calculated using the
information from previous study i.e. almost 81.3%
students are likely to consume caffeine (7). The
formula for calculating sample size is given by Cochran
defined as follows:

𝑛 =
Z∝

2p q

𝑑2
 

; where =Level of significance=0.05*

Z =Normal table value when  = 0.05 = 1.96

p=proportion of students consuming caffeine using
previous study=0.813

q=1–p=0.187

d=margin of error=0.05*

*Assumed 5% level of significance and 5% margin of
error.

Hence the resulted outcome for sample size is
recorded as n = 233.6169 H” 234. The purpose of the
survey was clearly explained to the study participants
and hence the survey was conducted. The questionnaire
was created through Microsoft forms and sent to every
participant included in the study. A total of 251
responses were recorded, of which the data was
cleaned by removing all outliers and incomplete
responses. Hence, a total of 234 remained and were
included in the analysis.

2.2 Measures

The participants were asked about their reasons
of consuming caffeine. All questions were close ended.
The amount of caffeine they consume per day was
clearly asked to each participant (in cups). The
questions were present with 4-point (1 –Never, 4 –
Always) and 5-point Likert scale (1 –Strongly disagree,
5 – Strongly agree). The questions were asked based
on their habits and preference to consume caffeinated
products and their attitude and perception towards
consuming caffeine. The demographic information of
respondents was also collected.

1.3 Data Analysis

Data was coded using Excel and analyzed with
Microsoft Excel and Statistical Package for the Social
Sciences (SPSS version 23, IBM Corp, 2018). A
descriptive analysis was performed on the demographic
characteristics of college students. Suitable bar
diagrams and pie diagrams are used to represent the
percentages for qualitative data. A Chi square test is
used to understand the association between variables.
Further, Mean and Standard Deviations are used to
analyse the quantitative data. The correlation analysis
is used to understand the relationship between
variables.

3. Results

3.1 Demographic and Caffeinated Beverage
Consumption Characteristics.

From a random sample of 234 participants,
proportion of caffeine consumers (p) was 0.84 and
0.16 (q) were non consumers. 42% respondents were
male, 55% were female and 0.017% preferred not to
say their gender. Out of the caffeine consumers
55.84% were females, 42.13% were males and 0.02%
preferred not to say. The following TableNo.1 shows
mean age of the respondents. The age range of
respondents is 16 - 30 years. Mean age of respondents
who do and do not consume caffeine is 20 years with
a standard deviation of 2.6165.

Table No.1

Descriptive Statistics

                                N         Minimum        Maximum          Mean      Std. Deviation

      Age (in years)       234               16.0               30.0            20.111            2.6165
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Graph No.1

The above Graph No.1 shows that 164 out of 197 caffeine drinkers i.e. 83.25% drink 2 cups or less/day
whereas 25 out of 197 i.e.12.69% drink 3-4 cups a day

3.2 Reasons behind using caffeinated products.

Graph No .2

 

                     

As seen in the above Graph No 2, Caffeine is mainly consumed by respondents to get an energy boost, to
not feel drowsy or to stay alert and awake, to feel relaxed, to study late at night and for the taste. Of which, 44%
of respondents agree and 10% strongly agree that caffeine gives the man energy boost.
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3.3 Habit of consuming caffeinated products.

The students participated in this survey have a
habit of consuming less than or equal to 2 cups of
caffeinated drinks. It is also observed that 12.7%
consume 3-4 cups a day. They consume caffeine in
copious amounts during examination week to stay
them awake. This habit of drinking caffeine is due to
their exam schedules.

3.4 Effect of caffeine consumption on health and
academics

Using Correlation method, we observe the type
of correlation between consuming caffeine during

exam week and its stimulant effect of helping to stay
awake. We get correlation value of 0.439501 which is
a weak positive correlation. We can say that consuming
caffeine during examination week does help one to
stay awake but it may not be the only reason. The
reasons may also be fear of failure, stress etc.

We used Chi-square test with Null hypothesis
(Ho) that there is no association between given
variables against Alternative hypothesis (H1) that there
may be some association between given variables at
5% level of significance.

Table No: 2

  Consumption of caffeine Caffeine increases self-confidence.                                          Total

        Agree   Disagree  Neutral   Strongly agree   Strongly disagree

During Always 16 9 11 9 4 49

exami- Never 1 15 9 0 15 40

nation Often 10 22 19 0 5 56

week? Rarely 6 19 17 0 10 52

Total 33 65 56 9 34 197

Table No: 2.1

Chi-Square Tests

                                                                          Value         df        P value  Association is

  Pearson Chi-Square (with continuity correction)    60.860       12            .000       Significant

TableNo : 3

Consumption of caffeine Caffeine increases self-confidence.                                          Total

        Agree   Disagree  Neutral   Strongly agree   Strongly disagree

During Always 20 1 3 24 1 49

exami- Never 11 5 10 2 12 40

nation Often 31 3 16 5 1 56

week? Rarely 23 4 18 4 3 52

Total 85 13 47 35 17 197

Table No: 3.1

Chi-Square Tests

                                                                          Value         df        P value  Association is

  Pearson Chi-Square (with continuity correction)    80.824       12            .000       Significant
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Table No: 4

  Consumption of caffeine Caffeine increases self-confidence.                                          Total

        Agree   Disagree  Neutral   Strongly agree   Strongly disagree

When Always 21 1 4 11 1 38

you Never 18 11 26 1 8 64

stressed? Often 22 3 13 2 0 40

Rarely 18 8 23 2 4 55

Total 79 23 66 16 13 197

Table No: 4.1

Chi-Square Tests

                                                                          Value         df        P value  Association is

  Pearson Chi-Square (with continuity correction)    53.330       12            .000       Significant

The above Table No 2.1, 3.1 and 4.1 show that
there is association between consuming caffeine during
examination week and increased self-confidence as
well as increased overnight study. There is also
association between consuming caffeine when stressed
and feeling relaxed after consuming it. We find similar
results when we check association between having
some form of caffeine during examination week and
improved group work activity, getting an energy boost,
staying awake till late at night, increased academic
performance, increased study hours, and increased
recalling power with a p value < 0.0001 for each
variable resulting in a significant association.

4. Discussions

The aim of this study was to truly understand the
effect of caffeine on the health of college students.
Their positive and negative perception towards
consuming caffeinated beverages was analysed. In the
present study almost 84.2% of students consumed
caffeine on daily basis. This value was similar to studies
performed in Management and science University
students in Malaysia (7). This value was also similar
to the studies performed in University and Netherlands
(1).When comparing the results between the previous
study by (7) and this present study, it proves that almost
every student consumes caffeine frequently and the
reasons are almost similar with regard to their beliefs.
In this study almost 96.2% students know that coffee
is the most caffeinated among the ones mentioned.
Students believe that consuming 2 cups or less caffeine

in a day increases their study hours. Almost 36.32%
of students feel that consuming caffeinated beverages
helps them with overnight study. There are almost 37
students who do not consume caffeinated drinks as
they believe it is not good for their health and so me
even dislike it due to the taste and smell. Reports from
Australia and Korea showed that caffeine consumption
and energy drink intake was correlated with the poor
quality of sleep among adults (8). In contrast, other
reports showed no correlation between caffeine
consumption and poor quality of sleep (9). Like
previous studies (10) regarding sleep quality, factors
that could affect sleep were not considered in the
present study. Furthermore, specific socio-
demographic variable like socio-economic status was
not assessed. The hazardous factors that affect their
health due to consuming caffeine were not assessed.
The data collection was done during exams of many
students which might have affected the answers given
by the students. It could be expected that patterns
determined in the present study may change in more
demanding academic periods. It is seen that after having
the awareness of negative impact of consuming
caffeine, students prefer to drink caffeine just to get
relief and relaxation. The study results that there is
lack of actual or enough awareness about negative
impact of caffeine on students’ health. Awareness
camps or any other measures such as programmes or
talks in schools and colleges, should be taken to make
students more aware about the dangers and adverse
effects of excessive caffeine consumption. Parents
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and guardians should be equally educated and have
adequate knowledge of long-term and short-term
effects of consuming caffeine.

5. Limitations

The main limitation of the study is that it is survey-
based study which can affect the accuracy of reported
details. Many students may have not responded to the
study truthfully even after giving consent. Another
limitation is, it is nearly impossible to estimate the
amount of caffeine consumed by the students and
many factors such as health, sleep quality, life style
etc has not been considered. Also, coffee and some
energy drinks contain more caffeine than tea. The
difference in level of caffeine in different substances
has not been considered.

6. Conclusions

We conclude that majority of college students
(84.2%) consume caffeine in one form or another for
various reasons which may have adverse effects on
their health in the long run. The top reasons for
consuming caffeine were:

Getting an energy boost

Feeling relaxed (normally and when stressed)

Increasing study hours

Improved group work activity

Increasing recalling power

Liking the taste

Increased academic performance

Helping to stay awake till late at night

Most of the above stated associations were made
with consumption of caffeine during examinations. One
can assume that students consume more than the
recommended or even permissible amount of caffeine
during exams which may lead to short-term effects
which are beneficial such as increased self-confidence,
increased study hours etc. However, this has its cons
as well such as disrupted sleep cycle, headaches,
nausea etc. as caffeine is known for its stimulant
properties. In the current study, 36.04% respondents
said that they cannot fall asleep easily if they have
consumed caffeine during the day. Many may feel its
withdrawal symptoms as well which may lead to

consuming it repeatedly which may ultimately result in
an addiction. Thus, we can say that caffeine indeed
has beneficial properties and effects but only when
consumed within the recommended dose. It has
favourable short-term effects on academics and health
by increasing performance, alertness , energy, and study
hours. Long-term effects of caffeine are difficult to
isolate as there may be other factors involved such as
metabolism, sleep quality, physical activity etc.
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Abstract : Densities (), viscosities () and speeds of sound (u) of binary mixtures of vinyl acetate with
ethers (butyl vinyl ether, diisopropyl ether, anisole and dibutyl ether ) at (303.15,308.15 and 313.15) K were
measured over the entire composition range. From these experimental data, excess specific acoustic
impedence ZE were calculated. These quantities have been fitted to the Redlich-Kister polynomial equation
and results analysed in terms of molecular interactions and structural effects. The obtained data for viscosity
were fitted to Mc-Allister ( 4-body) viscosity model.

Introduction

Thermodynamics plays an important role in
numerous industries in the design of separation
equipment and process as well as for product design
and optimizing formulations. Complex polar and
associating molecules are present in many applications
for which different type of thermodynamic and
transport properties need to be known over wide
ranges of temperature and pressure. Vinyl acetate is
a polar  simple aliphatic ester that is full of benefits
and find many industrial applications. It is a chemical
intermediate used in various dyes. It can be used as a
solvent for a number of synthetic and natural resins. It
is used as cost effective additive based in the dye
sensitized solar cells. Likewise ethers are used for
many purposes and find good applications in chemical
engineering areas. Due to fast changing trends of the
environmental concerns the need for oxygenated
compounds (ethers) are becoming important because
of diminishing petroleum reserves and increasing air
pollution. The oxygenated fuels are mostly octane
enhancers and reduce carbon monoxide emission.

Experimental

All chemicals utilized in this study were of
analytical grade supplied by Sigma-Aldrich. The binary
liquid mixtures were prepared by mixing known masses
of pure liquids in airtight stoppered bottles. Densities

of pure and their binary mixtures were determined
using a density meter (DDM -2910 Rudolph Research
Analytical). Viscosities of the pure liquids and their
mixtures were determined by using  Ubbelohde
viscometer. The speeds of sound of pure liquids and
liquid mixtures were determined bsy using a single-
crystal variable path interferometer (model F-81)
supplied by Mittal Enterprises, New Delhi, India
operating at frequency of 2 MHz.

Result and Discussion

The variation  in excess specific acoustic
impedence ZE Vs mole fraction (x

1
) of vinyl acetate

are plotted in Figure . It is observed that for the system
anisole the ZE is completely positive over the entire
composition range while for all the remaining systems
(butyl vinyl ether, diisopropyl ether and dibutyl ether)
the ZE values bare completely negative. The system
diisopropyl ether exhibit large negative values while
for dibutyl ether these values are less negative. The
negative values of ZE at the studied temperatures for
(Diisopropyl ether, dibutyl ether and butyl vinyl ether)
suggest the presence of weak interactions between
the component molecules of the mixtures.
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Vinyl acetate+ Butyl Vinyl ether at ( , 303.15; ,
308.15; , 313.15) K,

Vinyl acetate+Diisopropyl ether at (×,303.15; Ж,
308.15 ; –, 313.15) K,

Vinyl acetate+Anisole at (O, 303.15;+, 308.15; ,
313.15) K,

Vinyl acetate+ DiButyl ether (, 303.15; , 308.15 ;
, 313.15) K
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First Pre-conference Workshop

On

How To Write Research Paper In Mathematics

First pre-conference workshop of National
Conference on Applied Mathematics and Statistics to
be held on 13th and 14th January 2023 by Department
of Mathematics and Department of Statistics was
organized on 26th November 2022 at 2pm at Patanjali
Auditorium of B. N. Bandodkar College of Science
(Autonomous), Thane. Guest Speaker Dr. Manisha
Acharya, Vice-Principal and Head, Department of
Mathematics, M. D. College gave a talk on “How to
Write Research Paper in Mathematics”.

Dr. Manisha Acharya explained step by step
how to begin research in Mathematics. She explained

in detail the process of writing a research paper. The
example of Research Paper in Induction Principles of
Mathematics given by her made students well
acquainted with writing a paper in Mathematics. She
threw light on ideas about different topics in which
students can do research.

As the workshop was designed for undergraduate
students, she also listed the role of a student as a
volunteer in organizing a conference. At the end, she
highlighted the benefits of attending the conference to
students. She successfully created the enthusiasm
among the students to write a research paper.
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How to Write Research Paper in Mathematics

Dr. Manisha Acharya
Vice-Principal and Head,

Department of Mathematics, M. D. College

Research in Mathematics

 Decide the field of interest

 Algebra, Topology, Complex analysis, Graph
Theory, Number Theory

 Decide Guide/ Supervisor / teacher

 Guide suggests some topic and also provides the
material to read

 Search on Google

 Read articles on the relative topics from Journals.

 To study and analyze the existing research

 Make use of it to derive new results

Headings in a Research Paper

 Title

 Name of Authors

 Abstract

 Keywords

 Introduction

 Main Results

 Result 1

 Result 2

 Result 3

 Illustration

 Applications

 References

Principles of Inductions

XYZ, B. N. Bandodkar College; ABC, B. N.
Bandodkar College

Abstract : In this paper authors have defined few
techniques and properties of Natural Numbers which
can be used to check whether a certain rule or a formula
exits for all natural numbers.

Key Words : Law of Trichotomy, well ordering
principle, Induction Axiom

Introduction : In this paper we have shown that if a
certain property is true for a natural number 1 and
then further by assuming that the property is true for a
certain natural number k if we can prove it for the
next value ,that is , for (k+1) then that property is true
for all natural numbers .

Definition, law of trichotomy , well ordering
principle, notations, symbols etc in Introduction

Main Results

1. Induction Axiom

2. First Principle of Induction

3. Second Principle of Induction

Illustrations:

1.

2.

Applications

References

 Benefits of Attending the Conference

 Enhance the knowledge

 Discuss the doubts with an Author of the paper.

 Applications of Mathematics in other fields

 Interaction with Eminent Speakers who are
stalwartsin the field

 Knowledgeable but simple

 Learn how to present yourself

 Develops the personality.

Role of Student as a Volunteer

 Letters and Mementoes for guests

 Folder / writing pad / Anyother Material

 Arrangement at different venues

 Arrangements for Refreshment
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Second  Pre-Conference Workshop

The Second pre- conference workshop of
National Conference on ‘Applied Mathematics and
Statistics’ was organised on 3rd December, 2022 from
9:00 am to 1:00 pm.

The Pre-Conference workshop was organised
with an aim to enables students to prepare for the
conference and to train them in their early stage of
research, to carry out research activity using recent
techniques in order to achieve high degree of
productivity.

The second pre conference workshop had 3 sessions:

• Session I- Writing Research Paper in a Statistics
by Dr. Annapurna S. from

• 9:30 am to 10:30 am

• Session II- Use of LaTex in a Research Paper
Mr. Mandar Bhanushe from 10:40 am to 11:40
am

• Session III- Fuzzy Inventory Model by Ms. Tanzim
Shaikh from 11:50 am to 1:00 pm.

Mr. Aniruddha Shelke and Mr. Rajeev Ghade
students of T.Y.B.Sc. Statistics, compered the event.
The event began with recite of Sarasvati Vandana by
Amruta Thombhare student of S.Y.B.Sc (MS).
Honorable Dr.  Moses Kolet, Principal, while
addressing the audience, emphasized the significance
of research. Sir welcomed the participants and gave
best wishes to the organizing committee for smooth
conduct of the event. He also highlighted the
importance of preparatory sessions and motivated
students to participate in large number.

Mr. Manthan
Mohite, student of
T.Y.B.Sc. Statistics gave
brief  introduction of  Dr.
Annapurna S. The first
session of workshop
‘Writing Research Paper
in a Statistics  was taken
by Dr. Annapurna S.,
Associate Professor,
Department of Statistics,
St. Xavier College
Autonomous. She took
very informative session
covering all the aspects of
writing Research Paper.
Talk was followed by a
question-answer session

with the participants. This session was concluded by
vote of thanks and concluding remarks from Mr.
Manthan Mohite. Total 76 participants attended the
workshop.

Mr. Ridhan More, student of T.Y.B.Sc. Statistics
gave brief  introduction of Mr. Mandar Bhanushe.
The  second  session of workshop  ‘‘Use  of  LaTex in

a Research Paper’ was
taken by Mr. Mandar
Bhanushe, Head, Faculty
of Science and
Technology, IDOL,
University of Mumbai.
He delivered lecture on
how to create scientific
documents that look
professional and
accurately reflect the
precise equations and
other graphics necessary
to express the research
work. Talk was followed
by a question-answer
session with the
participants. This session
was concluded by vote of
thanks and concluding
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remarks from Ms. Pradnya Barge student of T.Y.B.Sc.
Mathematics. Total 51 participants attended the
workshop.

Mr. Suraj
Vishvakarma, student of
T.Y.B.Sc. Statistics gave
brief  introduction of  Ms.
Tanzim Shaikh. The  third
session of workshop
‘Fuzzy Inventory Model’
was taken by Ms.
Tanzim Shaikh ,
Assistant Professor,
Department of Statistics,
B.N. Bandodkar College
of Science
(Autonomous), Thane.
She presented her

research work and explained the standard format of
writing a research paper. Talk was followed by a
question-answer session with the participants. This
session was concluded by vote of thanks and
concluding remarks from Mr. Suraj Vishvakarma. Total
47 participants attended the workshop.

All the 3 sessions included multi-media resources
to better elucidate the concepts.

Students understood that an original research
articles like other scientific writing follows a standard
format. The various sections are abstract, introduction,
literature review methods, results, conclusion,
acknowledgements, references.

Glimpse of the workshop :
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1. Writing A Good Research Paper in Statistics

Dr. Annapurna Shankarnarayanan, PhD
Associate Professor, Department of Statistics

Vice Principal (Arts)
St. Xavier’s College, Autonomous, Mumbai

This workshop was conducted for the
undergraduate participants with the aim to ignite the
spark of research. Hence before going into the core
research aspect of the subject, it was imperative to
explore and understand the fundamental meaning of
research.

Broadly research offers a unique perspective of
any topic under consideration. Research is crucial to
any form of improvement. Academic research is an
original work in written form reviewed by peers and
published in journals of high repute which could be
looked at as a culmination of an involved process of
critical thinking, source evaluation, organization,
composition and analysis.

 In the domain of Statistics as also in many other
natural sciences, research can be viewed in two
aspects namely Theoretical research and Application
based research.

Theoretical research are the building blocks that
form the core of the subject. It develops the
mathematical, computational, and philosophical
foundations of Statistics. Its framework is built upon
mathematical approach and conceptual thinking. It
develops rigorous new statistical methods grounded in
probability and statistical theory.

Applied research, many a times, has its roots
firmly entrenched in Data Analysis. It focuses on
applying statistical theories to solving real-world
problems through data collection, processing, analysis
and interpretation. It is applied in various fields such
as medicine, information technology, engineering,
finance, marketing, accounting, business, etc, the
options being limitless.

A classic example of theoretical research is the
birth of probability theory due to the questions posed
by Chevalier de Méré Antoine in 1645 to Blaise Pascal
and Pierre de Fermat regarding his loss in the gambling
tables. The exchange of letters between Pascal and

Fermat formulated the fundamental principles of
probability theory, expected value, conditional
probability etc. thus creating The Mathematical Theory
of Probability.

An example of the application of Statistics to solve
a real-world problem is the crash of Air France Flight
447 in the Atlantic Ocean flying from Rio de Janeiro
to Paris on 1st June 2009 with 228 passengers and
crew on board. Intense searching in three phases by
Brazilian military, French nuclear submarine and two
French-contracted ships did not help retrieve the black
boxes, cockpit voice recorder, flight data recorder or
the bodies (initially only 50 were recovered) as the
crash area was not deciphered.

Finally in July 2010, a U.S. based search
consultancy Metron, Inc. was engaged. Statisticians
Stone and colleagues from Metron reexamined all
evidences from previous search records, took into
account prior information and used Bayesian inference
to understand where the search should focus. Within
a week of resuming search operations, a large portion
of the debris-bodies, engines, wing parts discovered,
aircraft’s CVR and FDRs were found and 104 bodies
were recovered from the wreckage. The entire
methodology applied has been very well described in
the research paper ‘Search for the Wreckage of Air
France Flight AF 4471’ by Lawrence D. Stone, Colleen
M. Keller, Thomas M. Kratzke and Johan P. Strumpfer.
Thus the statement of a problem gives rise to a topic
for research and creates the intellectual concern
indicating why it is worthy of study. Then designing
the research to clarify the problem, analysis of the data
produced by the research follows and finally summary
and conclusion of the study brings forth results.

 All this needs to be penned commencing with a
brief Title that summarizes the paper effectively. This
is followed by an Abstract which is a concise, fully
self-contained single paragraph that briefly outlines the
entire paper with no reference to outside source. The



68

National Conference on Applied Mathematics and Statistics (NCAMS-2023)ISBN : 978-93-92417-27-6

Abstract helps in submission to journals, selection as
well as in indexing. Around 4 to 6 words that define
the research field or topic are stated and are termed
as Keywords. They help indexers and search engines
find relevant papers, thus enabling readers to find work
easily.

Research papers also state the alphanumerical
classification scheme MSC2020

The main body of the paper will comprise of an
Introduction giving the essence of what the paper offers
in terms of research and is a crucial aspect of the
paper. This would be followed by the Literature Search
done by the author after which the Methodology and

Theoretical results such as theorems and proofs,
characterizations, application of theorems and
simulation studies are stated. The data collection with
its interpretations and corresponding graphs and plots
are stated in the paper after which at the end the
references used are listed. The Conclusion prior to
the References highlights the findings and provides a
clear interpretation of the results and stresses the
significance of the study

Thus, we surmise that good research in any
discipline is about creating strong theories and applying
the knowledge of this theory judiciously to a real-world
phenomenon and deriving results that benefit society
at large.
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2. A Demo on LaTeX Software

Mr. Mandar Bhanushe
Head, Faculty of Science & Technology, IDOL, University of Mumbai

As a part of pre-conference workshop and
seminars, on 3rd December 2022, a talk and
demonstration session by Prof Mandar Bhanushe, was
organised on “LaTeX: A mathematical typesetting
software”.

LaTeX falls in the category of FOSS i.e., free
and open-source software. Most of the technical typing
requirements like page numbering, sectioning, table of
contents or table of figures, indexing, formatting,
bibliography, cross-referencing etc are quite difficult
and tiresome if done using MS Office software.
Research articles or even thesis for that matter, runs

into more number of pages, making it even more
difficult for the authors to focus on the content and
take care of the technical aspects of the content typing.
LaTeX is not free but also quite logical and simple to
use software. It is not a WYSIWYG kind of software.
Anyone who is a professional, academician, researcher
or even a student, interested in quality typing should
look for LaTeX as a better alternative. It can compile
big books consisting of thousands of pages and still the
TeX file is only in few kbs only! LaTeX is also available
in all operating systems like Windows, Mac and Unix!
Here are some examples of LaTeX source and output
files:

The participants of the workshop were shown the demonstration of the different features of LaTeX and
also were trained on how to install and use this typesetting software for writing research articles.
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3.  Fuzzy Inventory Model

Ms. Tanzim S. Shaikh
Assistant Professor, Department of Statistics,

VPM’s B. N. Bandodkar College of Science (Autonomous), Thane.

For undergraduate students who have just been
introduced to the field of operations research and
inventory control, the following will provide a basic
understanding of the value and research of inventory
control. Inventory control is a key aspect of supply
chain management and is relevant to a wide range of
industries, including manufacturing, retail, and logistics.
Understanding inventory control can help students to
prepare for careers in these industries as well as to
research in this field. Inventory control is important
for optimizing operations and maximizing profitability.
Students can improve the efficiency and effectiveness
of their operations by understanding the principles and
practices of inventory management. It improves
customer satisfaction by ensuring that the right products
are available when and where they are needed.
Consequently, stock shortages are minimized, and lost
sales and reputation damages are avoided. Overall,
effective inventory management is critical for
optimizing operations and maximizing profitability for
any business that holds inventory.

Writing Research paper is a key skill for
academic success. In today’s competitive academic
environment, understanding how to conduct research,
organize and present information, and write in a clear
and concise manner is essential for success in higher
education and beyond. Research paper writing helps
students to develop communication skills. By writing
research papers, students can learn how to express
their ideas effectively and communicate their findings
to others.

Fuzzy inventory model is a mathematical model
that uses fuzzy logic to represent and solve inventory
problems. It is used in situations where it is difficult to
specify exact values or where there is a need to take
into account the subjective judgment of decision
makers.

In an inventory model, fuzzy logic can be used to
represent the uncertainty that is inherent in forecasting
demand, determining the optimal order quantity, or
setting safety stock levels. Fuzzy logic can also be used
to incorporate the preferences and objectives of
decision makers into the inventory model. It can help
decision makers to make more informed and effective
inventory management decisions.

To write a research paper in fuzzy inventory
model, begin by understanding the basics of fuzzy
inventory models. This may involve reviewing relevant
literature and getting a grasp of the key concepts and
principles of fuzzy inventory management. Develop a
clear research question or hypothesis related to fuzzy
inventory models. This will guide your research and
help you focus your efforts. Conduct research to gather
information about fuzzy inventory models. Organize
your research findings and analyze the data to draw
conclusions. This may involve using statistical analysis
or other methods to interpret the data and support your
research question or hypothesis.

Write your research paper, using clear and
concise language to present your findings and
conclusions. Be sure to include a detailed discussion
of the literature, a description of your research methods
and data analysis, and a conclusion that addresses your
research question or hypothesis. Review and revise
your research paper as needed, paying attention to the
organization, clarity, and coherence of your writing.
Submit your research paper for review or publication,
following the guidelines and requirements of the journal
or conference where you are submitting it. By following
these steps, you can write a well-organized and well-
supported research paper on fuzzy inventory models
or any other topic










































